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RAREFACTIONS IN TRANSITIONAL WAVE GROUPS

STEPHEN SCHECTER

Abstract. This paper is the fourth in a series that undertakes a systematic investigation
of Riemann solutions of systems of two conservation laws in one spatial dimension. In this
paper, three degeneracies that can occur only in transitional wave groups, together with the
degeneracies that pair with them, are studied in detail. Conditions for a codimension-one
degeneracy are identified in each case, as are conditions for folding of the Riemann solution
surface.

1. Introduction

We consider systems of two conservation laws in one space dimension, partial differential
equations of the form

Ut + F (U)x = 0 (1.1)

with t > 0, x ∈ R, U(x, t) ∈ R
2, and F : R

2 → R
2 a smooth map. The most basic initial-

value problem for Eq. (1.1) is the Riemann problem, in which the initial data are piecewise
constant with a single jump at x = 0:

U(x, 0) =




UL for x < 0,

UR for x > 0.
(1.2)

This paper is the fourth in a series of papers in which we study the structure of solutions of
Riemann problems; the previous ones are Refs. [6], [7], and [8].

We seek piecewise continuous weak solutions of Riemann problems in the scale-invariant
form U(x, t) = Û(x/t) consisting of a finite number of constant parts, continuously changing
parts (rarefaction waves), and jump discontinuities (shock waves). Shock waves occur when

lim
ξ→s−

Û(ξ) = U− 6= U+ = lim
ξ→s+

Û(ξ). (1.3)

They are required to satisfy the following viscous profile admissibility criterion: a shock wave
is admissible provided that the ordinary differential equation

U̇ = F (U)− F (U−)− s(U − U−) (1.4)

has a heteroclinic solution, or a finite sequence of such solutions, leading from the equilibrium
U− to a second equilibrium U+.

There are various types of rarefaction and shock waves (e.g., 1-family rarefaction waves
and classical 1-family shock waves); the type of a Riemann solution is the sequence of types
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of its waves. Our approach to understanding Riemann solutions is to investigate the local
structure of the set of Riemann solutions: we consider a particular solution (Û∗, U∗

L, U
∗

R, F
∗)

and construct nearby ones. More precisely, we define an open neighborhood X of Û∗ in a
Banach space of scale-invariant functions Û , open neighborhoods UL and UR of U∗

L and U∗

R

in R
2, and an open neighborhood B of F ∗ in a Banach space of smooth flux functions F .

Then our goal is to construct a set R of Riemann solutions (Û , UL, UR, F ) ∈ X ×UL×UR×B
near (Û∗, U∗

L, U
∗
R, F

∗). Near a structurally stable Riemann solution, Û changes continuously,
and its type remains unchanged, when the triple (UL, UR, F ) varies. Moreover, the left and

right states and the speed of each wave in Û depend smoothly on (UL, UR, F ).
In Ref. [6], we identified a set of sufficient conditions for structural stability of strictly

hyperbolic Riemann solutions. Briefly, these conditions have the following character.

(H0) There is a restriction on the sequence of wave types in the solution.
(H1) Each wave satisfies certain nondegeneracy conditions.
(H2) The “wave group interaction condition” is satisfied. In the simplest case, the forward

wave curve and the backward wave curve are transverse.
(H3) If a shock wave represented by a connection to a saddle is followed by another rep-

resented by a connection from a saddle, the shock speeds differ.

In Ref. [7] we began an investigation of the Riemann solutions that occur when one passes
to the boundary of the set of structually stable strictly hyperbolic Riemann solutions by
violating a single condition on this list, but the Riemann solution remains strictly hyperbolic.
Under appropriate nondegeneracy conditions, these Riemann solutions constitute a graph
over a codimension-one submanifold S of UL × UR × B. Usually, Riemann data (UL, UR, F )
on opposite sides of S give rise to different types structurally stable Riemann solutions;
however, other possibilities can occur. In Ref. [8] we treated in detail certain codimension-
one degeneracies that occur in classical 1-wave and 2-wave groups (and can occur elsewhere).

Structurally stable Riemann solutions can contain transitional wave groups that separate
classical slow and fast wave groups. A transitional wave group is either a single shock
wave represented by a saddle-to-saddle connection of (1.4), or a transitional analogue of
classical composite wave groups. A slow transitional wave group begins with a shock wave
represented by a saddle to repeller-saddle connection of (1.4), followed by an adjacent 1-
family rarefaction. A fast transitional wave group, which is dual to a slow one, ends with a
shock wave represented by a saddle-attractor to saddle connection of (1.4), preceded by an
adjacent 2-family rarefaction.

In this paper we study in detail the codimension-one Riemann solutions that occur when
the rarefaction that follows the first shock wave in a slow transitional wave group shrinks to
zero strength. At the same time we treat the degeneracies that pair with these to continue
the Riemann solution.

There are three cases, depending on the nature of the wave that follows the rarefaction of
zero strength. In the notation of Refs.[6]–[8], these cases are:

• two-wave slow transitional wave group: S ·RS R1;
• three-wave slow transitional wave group: S ·RS R1 RS · S;
• long slow transitional wave group: S ·RS R1 RS ·RS . . . .

In the two-wave case, the transitional wave group contains only the saddle to repeller-saddle
shock wave and an adjacent slow rarefaction that shrinks to zero strength. In the three-wave
case, the rarefaction that shrinks to zero strength is followed by a shock wave represented



MISSING RAREFACTION IN TRANSITIONAL WAVE GROUPS 3

by a repeller-saddle to saddle connection. In the long case, there are more than three waves
in the transititional wave group: the rarefaction that shrinks to zero strength is followed by
a shock wave represented by a repeller-saddle to repeller-saddle connection, which is in turn
followed by another slow rarefaction, and possibly additional waves.

The structurally stable Riemann solutions into which these metamorphose when the co-
dimension-one boundary is crossed are as follows (Ref. [7]). In the two-wave and three-wave
cases, the transitional wave group is replaced by a single saddle-to-saddle transitional shock
wave. In the two-wave case it becomes a shock wave of saddle to repeller-saddle type at the
boundary; in the three-wave case, the saddle-to-saddle connection is broken at the boundary
by an equilibrium of repeller-saddle type that appears by saddle-node bifurcation. In the
long case, the transitional wave group is replaced by one with two fewer waves; at the
boundary, the saddle to repeller-saddle connection that begins it is broken by an equilibrium
of repeller-saddle type that appears by saddle-node bifurcation.

In the three-wave and long cases it can happen that both types of Riemann solutions are
defined for Riemann data on the same side of S, so that we do not have local existence and
uniqueness of Riemann solutions.

We do not treat the completely analagous phenomena for fast transitional wave groups.
As far as I know, slow transitional wave groups do not occur in the literature, but fast

transitional wave groups have been found in mathematical models for three-phase flow in
a porous medium. Two-wave fast transitional wave groups in such models occur in Refs.
[3], [9], and [5].In numerical work, Bell, Trangenstein, and Shubin found what may be a
three-wave fast transitional wave group separating a 1-shock and a 2-shock (Ref. [1], 1014–
1015). The authors say that the last shock wave in this group appears to be represented by
a connection from an equilibrium with two zero eigenvalues to a saddle, “although numerical
dissipation renders a precise assessment difficult.” A Riemann solution containing such a
shock would not be structurally stable, and hence is unlikely to be observed in numerical
work. In Ref. [4], Keyfitz gives conditions for the existence of a Riemann solution of the
type described by Bell, et. al.

The remainder of the paper is organized as follows. In Secs. 2 and 3 we review terminol-
ogy and results about structurally stable Riemann solutions and codimension-one Riemann
solutions from Ref. [6] and Ref. [7]. In Sec. 4 we explain the general approach we will take to
analyzing the degeneracies, which mostly comes from Ref. [8], and we summarize the results.
In Secs. 5–7 we treat in detail the three missing rarefaction cases that are the subject of this
paper.

2. Background on Structurally Stable Riemann Problem Solutions

We consider the system (1.1) with t ∈ R
+, x ∈ R, U(x, t) ∈ R

2, and F : R
2 → R

2 a C2

map. Let

UF =
{
U ∈ R

2 : DF (U) has distinct real eigenvalues
}

(2.1)

be the strictly hyperbolic region in state-space. We shall call a Riemann solution Û strictly
hyperbolic if Û(ξ) ∈ UF for all ξ ∈ R. In this paper, all Riemann solutions are assumed to
be strictly hyperbolic. For U ∈ UF , let λ1(U) < λ2(U) denote the eigenvalues of DF (U),
and let `i(U) and ri(U), i = 1, 2, denote corresponding left and right eigenvectors with
`i(U)rj(U) = δij.
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A rarefaction wave of type Ri is a differentiable map Û : [a, b] → UF , where a < b, such

that Û ′(ξ) is a multiple of ri(Û(ξ)) and ξ = λi(Û(ξ)) for each ξ ∈ [a, b]. The states U = Û(ξ)
with ξ ∈ [a, b] comprise the rarefaction curve Γ. The definition of rarefaction wave implies
that if U ∈ Γ, then

Dλi(U)ri(U) = `i(U)D2F (U)(ri(U), ri(U)) 6= 0. (2.2)

Condition (2.2) is genuine nonlinearity of the ith characteristic line field at U . Assum-
ing (2.2), we can choose ri(U) such that

Dλi(U)ri(U) = 1. (2.3)

In this paper we shall assume that genuine nonlinearity holds along all rarefactions, so we
shall assume that along any rarefaction of type Ri, (2.3) holds. The speed s of a rarefaction
wave of type R1 is s = λ1(U+); for a rarefaction wave of type R2, s = λ2(U−).

A shock wave consists of a left state U− ∈ UF , a right state U+ ∈ UF , a speed s, and a
connecting orbit Γ, which corresponds to a solution of the ordinary differential equation (1.4)
from U− to U+. For any equilibrium U ∈ UF of Eq. (1.4), the eigenvalues of the linearization
at U are λi(U) − s, i = 1, 2. We shall use the terminology defined in Table 2.1 for such
an equilibrium. The type of a shock wave is determined by the equilibrium types of its left
and right states. (For example, w is of type R · S if its connecting orbit joins a repeller to a
saddle.)

name symbol eigenvalues

Repeller R + +
Repeller-Saddle RS 0 +

Saddle S − +
Saddle-Attractor SA − 0

Attractor A − −

Table 2.1. Types of equilibria.

An elementary wave w is either a rarefaction wave or a shock wave. We write

w : U−
s
→ U+

if w has left state U−, right state U+, and speed s. Note that an elementary wave also has
a type T , as defined above. An open subset N of R

2 is a neighborhood of w if Γ ⊂ N .
An allowed sequence of elementary waves or a Riemann solution consists of a sequence of

waves (w1, w2, . . . , wn) with increasing wave speeds. We write

(w1, w2, . . . , wn) : U0
s1−→ U1

s2−→ · · ·
sn−→ Un. (2.4)

The type of (w1, w2, . . . , wn) is (T1, T2, . . . , Tn) if wi has type Ti.
Let

(w∗

1, w
∗

2, . . . , w
∗

n) : U∗

0

s∗
1−→ U∗

1

s∗
2−→ · · ·

s∗n−→ U∗

n (2.5)

be a Riemann solution for Ut +F
∗(U)x = 0. The Riemann solution (2.5) is structurally stable

if there are neighborhoods Ui of U∗

i , Ii of s∗i , and F of F ∗ in an appropriate Banach space
(see Ref. [6]), a compact set K in R

2, and a C1 map

G : U0 × I1 × U1 × I2 × . . .× In × Un ×F → R
3n−2
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with G(U∗
0 , s

∗
1, U

∗
1 , s

∗
2, . . . , s

∗
n, U

∗
n, F

∗) = 0 such that:

(P1) G(U0, s1, U1, s2, . . . , sn, Un, F ) = 0 implies that there exists a Riemann solution

(w1, w2, . . . , wn) : U0
s1−→ U1

s2−→ · · ·
sn−→ Un

for Ut + F (U)x = 0 with successive waves of the same types as those of the wave
sequence (2.5) and with each wi contained in IntK;

(P2) DG(U∗

0 , s
∗

1, U
∗

1 , s
∗

2, . . . , s
∗

n, U
∗

n, F
∗), restricted to the (3n−2)-dimensional space of vec-

tors
{

(U̇0, ṡ1, U̇1, ṡ2, . . . , ṡn, U̇n, Ḟ ) : U̇0 = 0 = U̇n, Ḟ = 0
}
, is an isomorphism onto

R
3n−2.

Condition (P2) implies, by the implicit function theorem, that G−1(0) is a graph over U0 ×
Un × F ; (s1, U1, . . . , Un−1, sn) is determined by (U0, Un, F ). We also require that

(P3) (w1, w2, . . . , wn) can be chosen so each Γi depends continuously on (U0, Un, F )..

Associated with each type of elementary wave is a local defining map, which we use to

construct maps G that exhibit structural stability. Let w∗ : U∗

−

s∗
−→ U∗

+ be an elementary
wave of type T for Ut +F

∗(U)x = 0. The local defining map GT has as its domain a set of the
form U−×I ×U+×F (with U± being neighborhoods of U ∗

±, I a neighborhood of s∗, and F
a neighborhood of F ∗). The range is some R

e; the number e depends only on the wave type
T . The local defining map is such that GT (U∗

−
, s∗, U∗

+, F
∗) = 0. Moreover, if certain wave

nondegeneracy conditions are satisfied at (U ∗

−
, s∗, U∗

+, F
∗), then there is a neighborhood N

of w∗ such that:

(D1) GT (U−, s, U+, F ) = 0 if and only if there exists an elementary wave w : U−
s
−→ U+

of type T for Ut + F (U)x = 0 contained in N ;

(D2) DGT (U∗

−, s
∗, U∗

+, F
∗), restricted to the space

{
(U̇−, ṡ, U̇+, Ḟ ) : Ḟ = 0

}
, is surjective.

Condition (D2) implies, by the implicit function theorem, that G−1
T (0) is a manifold of

codimension e. In fact,

(D3) w can be chosen so that Γ varies continuously on G−1
T (0).

We now discuss local defining maps and nondegeneracy conditions for the types of ele-
mentary waves that occur in this paper.

First we consider rarefactions. Let

U1 = {U ∈ U : Dλ1(U)r1(U) 6= 0}.

In U1 we can assume that Eq. (2.3) holds with i = 1. For each U− ∈ U1, define ψ to be the
solution of

∂ψ

∂s
(U−, s) = r1(ψ(U−, s)),

ψ(U−, λ1(U−)) = U−.

By (2.3), if ψ(U−, s) = U , then s = λ1(U). Thus there is a rarefaction wave of type R1 for
Ut + F (U)x = 0 from U− to U+ with speed s if and only if

U+ − ψ(U−, s) = 0 (2.6)

s = λ1(U+) > λ1(U−). (2.7)

Equations (2.6) are defining equations for rarefaction waves of types R1. The nondegen-
eracy conditions for rarefaction waves of type R1, which are implicit in our definition of
rarefaction, are the speed inequality (2.7), and the genuine nonlinearity condition (2.2).
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Lemma 2.1. Dψ(U−, λ1(U−))(ar1(U−)+br2(U−), ṡ) = (ṡ−bDλ1(U−)r2(U−))r1(U−)+br2(U−).

Proof. See Ref. [8]. �

Next we consider shock waves. If there is to be a shock wave solution of Ut + F (U)x = 0
from U− to U+ with speed s, we must have that:

F (U+)− F (U−)− s(U+ − U−) = 0; (E0)

U̇ = F (U)− F (U−)− s(U − U−) has an orbit from U− to U+. (C0)

The two-component equation (E0) is a defining equation. In the context of structurally
stable Riemann solutions, condition (C0) is an open condition, and therefore is regarded as
a nondegeneracy condition, for all but transitional shock waves (those of types S ·S, S ·RS,
SA · S, or SA ·RS). For these waves, a separation function must be defined.

Let us consider S ·RS waves. Suppose Eq. (1.1) has an S ·RS shock wave w∗ : U∗

−

s∗
−→ U∗

+.
Then for (U−, s) near (U∗

−
, s∗), the differential equation (1.4) has a saddle at U− with unstable

manifold W−(U−, s). For (U−, s) = (U∗

−
, s∗), (1.4) has a saddle-node at U ∗

+; we denote its
center manifold by W+(U∗

−, s
∗). This center manifold perturbs to a family of invariant

manifolds W+(U−, s).
Let U∗(τ) be the connection of (1.1), with (U−, s) = (U∗

−
, s∗), from U∗

−
to U∗

+. Let Σ be a

line segment through U ∗(0) transverse to U̇∗(0), in the direction V . Then W±(U−, s) meet
Σ in points Ū±(U−, s), and we define S(U−, s) by

Ū−(U−, s)− Ū+(U−, s) = S(U−, s)V.

See Figure 2.1.

     .

     

     

  

(a)

U_
*

U
*

(0)
Σ

V

U
*
+

     .  

  (b)

     
U_ 

     .  

Σ

     .

     .

U_(U_,s)
   _

U  (U_,s)
   _

+

(c)

     
U_ 

     .  

U  (U_,s)
   _

+
U_(U_,s)

   _ Σ

Figure 2.1. Geometry of the separation function. (a) Phase portrait of

U̇ = F (U)− F (U ∗
−)− s∗(U − U∗

−). (b) Phase portrait of a nearby vector field

U̇ = F (U) − F (U−) − s(U − U−) for which the equilibrium at U ∗

+ has split
into a saddle and a repeller, and for which S(U−, s) is positive. (c) Phase

portrait of a nearby vector field U̇ = F (U)−F (U−)− s(U −U−) for which the
equilibrium at U∗

+ has disappeared, and for which S(U−, s) is negative.

The family of unstable manifolds W−(U−, s) is as smooth as F . The center manifolds
W+(U−, s) are not uniquely defined. However, if F is Ck, k < ∞, then W+(U−, s) can be



MISSING RAREFACTION IN TRANSITIONAL WAVE GROUPS 7

chosen to depend in a Ck manner on (U−, s) in a neighborhood of (U ∗
−, s

∗). More precisely,
while Ū+(U−, s) is uniquely defined for those (U−, s) for which the differential equation (1.4)
has equilibria near U ∗

+, Ū+(U−, s) is not uniquely defined for other (U−, s). However, the
derivatives of S at (U ∗

−
, s∗) through order k are independent of the choice.

The construction of a separation function for S ·S shock waves is simpler and is discussed
in Ref. [6]. It is as smooth as F .

In Table 2.2 we list additional defining equations and nondegeneracy conditions for the
types of shock waves that occur in this paper; the labeling of the conditions is from Ref.
[6]. The wave nondegeneracy conditions are open conditions. Conditions (C1)–(C2) are that
the connection Γ is not distinguished ; for RS · S and RS ·RS shock waves, this means that
the connection Γ should not lie in the unstable manifold of U− (i.e., the unique invariant
curve tangent to an eigenvector with positive eigenvalue). The transversality condition (T2)
is that there is a vector V in R

2 such that the vectors
(
`1(U+)(DF (U−)− sI)

DU−S(U−, s)

)
V and

(
`1(U+)(U+ − U−)

∂S
∂s

(U−, s)

)
(2.8)

are linearly independent.
The geometric meaning of (2.8) is as follows. The system (1.1) has an S ·RS shock wave

U−
s
→ U+ near a given S · RS shock wave U ∗

−

s∗
→ U∗

+ provided the following system of local
defining equations is satisfied:

F (U+)− F (U−)− s(U+ − U−) = 0,

λ1(U+)− s = 0,

S(U−, s) = 0,

The left-hand side of this system is a map from 5-dimensional U−sU+-space to R
4. If the

nondegeneracy conditions (G13) and (T2) hold at (U ∗

−
, s∗, U∗

+), then this map has surjective
derivative there, so the set of solutions is a curve in U−sU+-space; moreover, this curve
projects regularly to curves E1 in U−-space and E2 in U+-space. These are the curves of
possible left and right states for S ·RS shock waves.

type of shock wave additional defining equations nondegeneracy conditions

RS · S λ1(U−)− s = 0 (E2) Dλ1(U−)r1(U−) 6= 0 (G2)
not distinguished connection (C1)

RS ·RS λ1(U−)− s = 0 (E3) Dλ1(U−)r1(U−) 6= 0 (G3)
λ1(U+)− s = 0 (E4) Dλ1(U+)r1(U+) 6= 0 (G4)

`1(U+)(U+ − U−) 6= 0 (B2)
not distinguished connection (C2)

S · S S(U−, s) = 0 (S1) DS(U−, s) 6= 0 (T1)
S ·RS λ1(U+)− s = 0 (E13) Dλ1(U+)r1(U+) 6= 0 (G13)

S(U−, s) = 0 (S2) transversality (T2)

Table 2.2. Additional defining equations and nondegeneracy conditions for
various shock waves.

For the Riemann solution (2.5), let w∗

i have type Ti and local defining map GTi
, with range

R
ei. For appropriate neighborhoods Ui of U∗

i , Ii of s∗i , F of F ∗, and Ni of w∗

i , we can define
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a map G : U0 × I1 × · · · × In × Un × F → R
e1+···+en by G = (G1, . . . , Gn), where

Gi(U0, s1, . . . , sn, Un, F ) = GTi
(Ui−1, si, Ui, F ).

The map G is called the local defining map of the wave sequence (2.5). Assuming the wave
nondegeneracy conditions, if G(U0, s1, . . . , sn, Un, F ) = 0, then for each i = 1, . . . , n, there

is an elementary wave wi : Ui−1
si−→ Ui of type Ti for Ut + F (U)x = 0 contained in Ni, for

which Γi is continuous.
We define the Riemann number of an elementary wave type T to be

ρ(T ) = 3− e(T ),

where e(T ) is the number of defining equations for a wave of type T . For convenience, if w
is an elementary wave of type T , we shall write ρ(w) instead of ρ(T ).

A 1-wave group is either a single R · S shock wave or an allowed sequence of elementary
waves of the form

(R ·RS)(R1 RS ·RS) · · · (R1 RS ·RS)R1 (RS · S), (2.9)

where the terms in parentheses are optional. If any of the terms in parentheses are present,
the group is termed composite.

A transitional wave group is either a single S · S shock wave or an allowed sequence of
elementary waves of the form

S ·RS(R1 RS ·RS) · · · (R1 RS ·RS)R1 (RS · S) (2.10)

or

(S · SA)R2 (SA · SAR2) · · · (SA · SAR2)SA · S, (2.11)

the terms in parentheses being optional. In cases (2.10) and (2.11), the group is termed
composite.

A 2-wave group is either a single S · A shock wave or an allowed sequence of elementary
waves of the form

(S · SA)R2 (SA · SAR2) · · · (SA · SAR2) (SA · A), (2.12)

where again the terms in parentheses are optional. If any of the terms in parentheses are
present, the group is termed composite.

In Ref. [6] the following are proved.

Theorem 2.2 (Wave Structure). Let (2.5) be an allowed sequence of elementary waves.
Then

(1)
∑n

i=1 ρ(w
∗
i ) ≤ 2;

(2)
∑n

i=1 ρ(w
∗

i ) = 2 if and only if the following conditions are satisfied.
(1) Suppose that the wave sequence (2.5) includes no SA · RS shock waves. Then

it consists of one 1-wave group, followed by an arbitrary number of transitional
wave groups (in any order), followed by one 2-wave group.

(2) Suppose that the wave sequence (2.5) includes m ≥ 1 shock waves of type SA·RS.
Then these waves separate m+ 1 wave sequences g0, . . . , gm. Each gi is exactly
as in (1) with the restrictions that:

(a) if i < m, the last wave in the group has type R2;
(b) if i > 0, the first wave in the group has type R1.
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Theorem 2.3 (Structural Stability). Suppose that the allowed sequence of elementary waves
(2.5) has

∑n
i=1 ρ(w

∗

i ) = 2. Assume that:

(H1) each wave satisfies the appropriate wave nondegeneracy conditions;
(H2) the wave group interaction conditions, as stated precisely in Ref. [6], are satisfied;
(H3) if w∗

i is a ∗ · S shock wave and w∗

i+1 is an S · ∗ shock wave, then s∗i < s∗i+1.

Then the wave sequence (2.5) is structurally stable.

In the remainder of the paper, by a structurally stable Riemann solution we shall mean a
sequence of elementary waves that satisfies the hypotheses of Theorem 2.2.

3. Codimension-One Riemann Solutions

In order to consider conveniently codimension-one Riemann solutions, the definitions of
rarefaction and shock waves in Sec. 2 must be generalized somewhat.

For the purposes of this paper, generalized rarefaction wave of type Ri has the same
definition as a rarefaction of type Ri, except that we allow a = b in the interval of definition
[a, b].

A generalized shock wave consists of a left state U−, a right state U+ (possibly equal to

U−), a speed s, and a sequence of connecting orbits Γ̃1, Γ̃2, . . . , Γ̃k of Eq. (1.4) from U− = Ũ0

to Ũ1, Ũ1 to Ũ2, . . . , Ũk−1 to Ũk = U+. Note that Ũ0, Ũ1, . . . , Ũk must be equilibria of
Eq. (1.4). We allow for the possibility that Ũj−1 = Ũj, in which case we assume that Γ̃j is

the trivial orbit {Ũj}.
Associated with each generalized rarefaction or generalized shock wave is a speed s, defined

as before, and a curve Γ: the rarefaction curve or the closure of Γ̃1 ∪ . . . ∪ Γ̃k.
A generalized allowed wave sequence is a sequence (2.5) of generalized rarefaction and

shock waves with increasing wave speeds. If U0 = UL and Un = UR, then associated with
a generalized allowed wave sequence (w1, w2, . . . , wn) is a solution U(x, t) = Û(x/t) of the
Riemann problem (1.1)–(1.2). Therefore we shall also refer to a generalized allowed wave
sequence as a Riemann solution.

A generalized allowed wave sequence (2.5) is a codimension-one Riemann solution provided
that there is a sequence of wave types (T ∗

1 , . . . , T
∗

n) with
∑n

i=1 ρ(T
∗

i ) = 2, neighborhoods
Ui ⊆ U of U∗

i , Ii ⊆ I of s∗i , and F of F ∗, a compact set K in R
2, and a C1 map

(G,H) : U0 × I1 × · · · × In × Un ×F → R
3n−2 × R, (3.1)

with G(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) = 0 and H(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) = 0 such that the following

conditions, (Q1)–(Q7), are satisfied.

(Q1) If G(U0, s1, . . . , sn, Un, F ) = 0 and H(U0, s1, . . . , sn, Un, F ) ≥ 0 then there is a gen-
eralized allowed wave sequence

(w1, w2, . . . , wn) : U0
s1−→ U1

s2−→ · · ·
sn−→ Un

for Ut + F (U)x = 0 with each wi contained in IntK;
(Q2) ifG(U0, s1, . . . , sn, Un, F ) = 0 andH(U0, s1, . . . , sn, Un, F ) > 0, then (w1, w2, . . . , wn)

is a structurally stable Riemann solution of type (T ∗

1 , . . . , T
∗

n) and G exhibits its
structural stability.

(Q3) If G(U0, s1, . . . , sn, Un, F ) = 0 and H(U0, s1, . . . , sn, Un, F ) = 0 then (w1, w2, . . . , wn)
is not a structurally stable Riemann solution.
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(Q4) D(G,H)(U ∗
0 , s

∗
1, . . . , s

∗
n, U

∗
n, F

∗), restricted to some (3n−1)-dimensional space of vec-

tors that contains
{

(U̇0, ṡ1, U̇1, ṡ2, . . . , ṡn, U̇n, Ḟ ) : U̇0 = 0 = U̇n, Ḟ = 0
}
, is an iso-

morphism.

Condition (Q4) implies, by the implicit function theorem, that (G,H)−1(0) is a graph over
a codimension-one manifold S in U0×Un×F , and M := (G,H)−1({0}×R+) is a manifold-
with-boundary of codimension 3n− 2. We can define maps Γ̄i : M→H(IntK). We require
that

(Q5) (w1, w2, . . . , wn) can be chosen so that each map Γ̄i is continuous.

(G,H) is again called a local defining map.
The surface S is required to be regularly situated with respect to the foliation of U0UnF -

space into planes of constant (U0, F ) and planes of constant (Un, F ). More precisely, let

Σ0 = {(U̇0, ṡ1, . . . , ṡn, U̇n, Ḟ ) : U̇n = 0 and Ḟ = 0},

Σn = {(U̇0, ṡ1, . . . , ṡn, U̇n, Ḟ ) : U̇0 = 0 and Ḟ = 0}.

Then we require that one of the following four conditions hold:

(Q61) D(G,H)(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) restricted to Σ0 and to Σn, respectively, are surjec-

tive.
(Q62) D(G,H)(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) restricted to Σn is surjective, and there is a codimen-

sion-one manifold S̃ through (U∗

0 , F
∗) in (U0, F )-space such that S = Un × S̃;

(Q63) D(G,H)(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) restricted to Σ0 is surjective, and there is a codimen-

sion-one manifold S̃ through (U∗

n, F
∗) in (Un, F )-space such that S = U0 × S̃;

(Q64) there is a codimension-one manifold S̃ through F ∗ in F -space such that S = U0 ×
Un × S̃.

When (Q61), (Q62) or (Q63), or (Q64) holds, then the codimension-one Riemann solution is
termed an intermediate boundary, a UL-boundary or dual, or an F -boundary, respectively.

Finally, we require one of the following conditions to hold:

(Q71) the linear map

DG(U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n, F
∗) restricted to Σ0∩Σn (3.2)

is an isomorphism. (In this case, M is a smooth graph over a manifold-with-boundary
in U0 × Un × F with boundary S.)

(Q72) the linear map (3.2) is not surjective, but the projection of G−1(0) to U0 × Un × F
has a fold along (G,H)−1(0, 0).

This case does not arise in the present paper.
A rarefaction of zero strength is one whose domain has zero length. A shock wave of zero

strength is one with UL = UR (and hence Γ = {UL}.
A generalized allowed wave sequence is minimal if

(1) there are no rarefactions or shock waves of zero strength;
(2) no two successive shock waves have the same speed.

Among the minimal generalized allowed wave sequences we include sequences of no waves;
these are given by a single U0 ∈ R

2, and represent constant solutions of Eq. (1.1).
We shorten a generalized allowed wave sequence by dropping a rarefaction or shock wave

of zero strength, or by amalgamating adjacent shock waves of positive strength with the
same speed. Every generalized allowed wave sequence can be shortened to a unique minimal
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generalized allowed wave sequence. Two generalized allowed wave sequences are equivalent
if their minimal shortenings are the same. Equivalent generalized allowed wave sequences
represent the same solution U(x, t) = Û(x/t) of Eq. (1.1).

Let (U∗

0 , s
∗

1, U
∗

1 , s
∗

2, . . . , s
∗

n, U
∗

n, F
∗) be a generalized allowed wave sequence that is a codi-

mension-one Riemann solution of type (T ∗

1 , . . . , T
∗

n). Let M denote the associated manifold-
with-boundary, M being a graph over the manifold S. Suppose there is an equivalent
generalized allowed wave sequence (U ]

0, s
]
1, U

]
1, s

]
2, . . . , s

]
m, U

]
m, F

∗) that is a codimension-one
Riemann solution in ∂N , N = (G], H])−1({0} × R+), where IntN consists of structurally

stable Riemann solutions of some type (T ]
1 , . . . , T

]
m). Suppose in addition that ∂N is also a

graph over S, and the points in ∂M and ∂N above the same point in S are equivalent. Then
the codimension-one Riemann solution (2.5) (or its equivalent generalized wave sequence) is
said to lie in a join.
M and N are each graphs over the union of one side of S and S itself. If M and N are

graphs over different sides of S, we have a regular join; if M and N are graphs over the same
side of S, we have a folded join. In the case of a folded join, we do not have local existence
and uniqueness of Riemann solutions.

4. Missing Rarefactions After S ·RS Waves: General Approach and Results

Let (2.5) be a Riemann solution of type (T1, . . . , Tn). We shall say that it satisfies condition
(M) provided there is an integer k such that Tk+1 = S · RS, Tk+2 = R1, and all hypotheses

of Theorem 2.3 are satisfied, except that the rarefaction w∗
k+2 : U∗

k+1

s∗
k+2

−→ U∗
k+2 has zero

strength.
Thus a one-wave or transitional wave group ends with wk, and a transitional wave group

begins with wk+1. It includes wk+1 and wk+2, and may be longer. We have

s∗k+1 = s∗k+2 = λ1(U
∗

k+1) and U∗

k+1 = U∗

k+2.

As stated in the Introduction, there are three cases to consider:

• two-wave slow transitional wave group: the transitional wave group ends with wk+2;
• three-wave slow transitional wave group: wk+3 is of type RS · S (and thus ends the

transitional wave group);
• long slow transitional wave group: wk+3 is of type RS ·RS (and thus the transitional

wave group has at least one more wave).

Under additional nondegeneracy conditions, we shall show that such a Riemann solution
(2.5) is of codimension one and lies in a join. Our arguments will have three steps:

Step 1. We verify that (2.5) is a codimension-one Riemann solution.
Step 2. We construct a Riemann solution equivalent to (2.5) and verify that it too is a
codimension-one Riemann solution.
Step 3. We show that the two types of codimension-one Riemann solutions are defined on the
same codimension-one surface S in U0UnF -space; the two types of codimension-one Riemann
solutions above a given point in S are equivalent; and the Riemann solution join that we
therefore have is of a certain type (intermediate boundary or UL-boundary, regular or folded
join).

All three steps will make use of the local defining map (G,H) of Sec. 3. However, in the
remainder of the paper, we will not show the dependence of (G,H) on F , and we will denote
the fixed flux function under consideration by F rather than F ∗.
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We now discuss the three steps of our arguments in order. We begin with step 1.
In each case the local defining map (G,H) is as follows:

(1) G is the map that would be used for structurally stable Riemann solutions of type
(T1, . . . , Tn).

(2) We have

H(U0, s1, . . . , sn, Un) = sk+2 − λ1(Uk+1). (4.1)

In order to show that (2.5) is a codimension-one Riemann solution, we must verify (Q1)–
(Q7). We will first show (Q71). Since we are ignoring the dependence of (G,H) on the flux
function F , we rewrite (Q71) as

(A) DG(U∗
0 , s

∗
1, . . . , s

∗
n, U

∗
n), restricted to the (3n − 2)-dimensional space of vectors{

(U̇0, ṡ1, . . . , ṡn, U̇n) : U̇0 = 0 = U̇n

}
, is an isomorphism onto R

3n−2.

If this holds, then, as in the structurally stable case, the equation G = 0 may be solved for
(s1, U1, . . . , Un−1, sn) in terms of (U0, Un) near (U∗

0 , s
∗
1, . . . , s

∗
n, U

∗
n). Let

H̃(U0, Un) = H(U0, s1(U0, Un), . . . , sn(U0, Un), Un). (4.2)

Properties (Q1)–(Q3) and (Q5) follow from a geometric understanding of the situation. We
will discuss the geometry in each case in enough detail to make them evident. In addition,
we will show that one of the following occurs:

(E1) Both DU0
H̃(U∗

0 , U
∗

n) and DUn
H̃(U∗

0 , U
∗

n) are nonzero. Thus (Q4) and (Q61) are satis-
fied, so (2.5) is a codimension-one Riemann solution that is an intermediate boundary

(E2) H̃ is independent of Un, and DU0
H̃(U∗

0 , U
∗

n) 6= 0. Thus (Q4) and (Q62) are satisfied,
so (2.5) is a codimension-one Riemann solution that is a UL-boundary.

Let us discuss the verification of (A) and (E1), which is necessary when H̃ depends on
both U0 and Un; this occurs in the two-wave and three-wave cases (The long case, in which
H̃ is independent of Un is easier.)

In the two-wave case, let m = k+2, and in the three-wave case, let m = k+3, so that the
transitional wave group that contains the rarefaction of zero strength ends with wm. Then
a transitional or two-wave group begins with wm+1.

Let G1(U0, s1, . . . , sm, Um) and G2(Um, sm+1, . . . , sn, Un) be the local defining maps for
wave sequences of types (T1, . . . , Tm) and (Tm+1, . . . , Tn) respectively, so that G = (G1, G2).
If the wave sequence (2.5) were structurally stable, we would have

(R1) DG1(U
∗
0 , s

∗
1, . . . , s

∗
m, U

∗
m), restricted to the space of vectors (U̇0, ṡ1, . . . , ṡm, U̇m) with

U̇0 = 0, is surjective, with one-dimensional kernel spanned by a vector
(U̇0, ṡ1, . . . , ṡm, U̇m) with U̇m 6= 0.

(R2) DG2(U
∗
m, s

∗
m+1, . . . , s

∗
n, U

∗
n), restricted to the space of vectors (U̇m, ṡm+1, . . . , ṡn, U̇n)

with U̇n = 0, is surjective, with one-dimensional kernel spanned by a vector
(U̇m, ṡm+1, . . . , ṡn, U̇n) with U̇m 6= 0.

Therefore

(S1) There exist smooth mappings si(U0, σ) and Ui(U0, σ), 1 ≤ i ≤ m, defined on U0 ×
(σ∗ − ε, σ∗ + ε), such that

si(U
∗

0 , σ
∗) = s∗i and Ui(U

∗

0 , σ
∗) = U∗

i , (4.3)



MISSING RAREFACTION IN TRANSITIONAL WAVE GROUPS 13

and for each (U0, σ),

U0
s1(U0,σ)
−→ · · ·

sm(U0,σ)
−→ Um(U0, σ) (4.4)

is an admissible wave sequence of type (T1, . . . , Tm). Moreover, ∂Um

∂σ
(U∗

0 , σ
∗) 6= 0.

(S2) There exist smooth mappings s̃i(Un, τ), m+1 ≤ i ≤ n, and Ũi(Un, τ), m ≤ i ≤ n−1,
defined on Un × (τ ∗ − ε, τ ∗ − ε), such that

s̃i(U
∗

n, τ
∗) = s∗i and Ũi(U

∗

n, τ
∗) = U∗

i , (4.5)

and for each (Un, τ),

Ũm(Un, τ)
s̃m+1(Un,τ)
−→ · · ·

s̃n(Un,τ)
−→ Un

is an admissible wave sequence of type (Tm+1, . . . , Tn). Moreover, ∂Ũm

∂τ
(U∗

n, τ
∗) 6= 0.

Of course, ∂Um

∂σ
(U∗

0 , σ
∗) is a multiple of the vector U̇m given by (R1), and ∂Ũm

∂τ
(U∗

n, τ
∗) is a

multiple of the vector U̇m given by (R2). For a structrually stable Riemann solution, the
wave group interaction condition implies that

(S3) ∂Um

∂σ
(U∗

0 , σ
∗) and ∂Ũm

∂τ
(U∗

n, τ
∗) are linearly independent.

Given a wave sequence that satisfies (M), we shall verify (A) as follows. We shall check
that (R1) holds. (S1) then holds, except that (4.4) will not be admissible for every (U0, σ),
because for some (U0, σ) we will have sk+2 − λ1(Uk+1) < 0. (R2), hence (S2), and (S3)
follow from the statement of condition (M). From (R1), (R2), and (S3), it follows that (A)
holds. To complete step 1, we must verify (E1), i.e., we must verify that DU0

H̃(U∗

0 , U
∗

n) and

DUn
H̃(U∗

0 , U
∗

n) are nonzero.
Recall that a map is regular at a point of its domain if its derivative there is surjective.
In both the two-wave and three-wave cases, σ = sk+2, and s1, . . . , sk+1 along with U1, . . . , Uk+1

are determined by U0 alone. Then from Eqs. (4.1) and (4.2) we have

H̃(U0, Un) = σ(U0, Un)− λ1(Uk+1(U0)), (4.6)

where σ(U0, Un) = sk+2(U0, Un). To verify that DUn
H̃(U∗

0 , U
∗

n) is nonzero, we shall use

Proposition 4.1. Let (2.5) satisfy (M) and (A). Assume we are in case (1) or (2). Let

H̃ be given by (4.6). Then DUn
H̃(U∗

0 , U
∗
n) is nonzero if and only if Ũm(Un, τ) is regular at

(U∗

n, τ
∗).

Proof. See Ref. [8]. �

To verify that DU0
H̃(U∗

0 , U
∗

n) is nonzero, we shall use

Proposition 4.2. Let (2.5) satisfy (M) and (A). Assume we are in case (1) or (2). Let H̃
be given by (4.6) with σ = sk+2. Then DU0

H̃(U∗

0 , U
∗

n) is nonzero if and only if the equation

DG1(U
∗

0 , s
∗

1, . . . , s
∗

m, U
∗

m)(U̇0, ṡ1, . . . , ṡm, U̇m) = 0 (4.7)

has a solution (U̇0, ṡ1, . . . , ṡm, U̇m) such that

(1) U̇m is a multiple of ∂Ũm

∂τ
(U∗

n, τ
∗).

(2) ṡk+2 −Dλ1(U
∗

k+1)U̇k+1 6= 0.

Proof. See Ref. [8]. �
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This completes our discussion of step 1 in the verification that a Riemann solution (2.5)
satisfying (M) is a codimension-one Riemann solution. We now turn our attention to step 2.

Given a wave sequence (2.5) that satisfies (M), there is a subsequence of two or three
waves consisting of the rarefaction of zero strength, the S ·RS shock wave that precedes it,
and, in the three-wave and long cases, the adjacent wave of the same speed that follows it.
Let ` = k + 2 in the two-wave case, ` = k + 3 in the three-wave and long cases. In each

case there is a naturally defined generalized shock wave w̃` : U∗

k

s∗
`−→ U∗

` that can replace the
subsequence (wk+1, . . . , w`). The new wave sequence

(w1, . . . , wk, w̃`, w`+1, . . . , wn) : U∗

0

s∗
1−→ · · ·

s∗
k−→ U∗

k

s∗
`−→ U∗

`

s∗
`+1

−→ · · ·
s∗n−→ U∗

n

(4.8)

is equivalent to (2.5). We remark:
(1) In the two-wave case, w̃` is identical to the S ·RS shock wave wk.
(2) In the other cases, w̃` is a generalized shock wave but not a shock wave. It is constructed

by amalgamating the shock waves that preceded and followed the rarefaction of zero strength
in the original wave sequence.

We will check that there is a shock type T̂` such that (4.8) is a codimension-one Riemann
solution in the boundary of the structurally stable Riemann solutions of type (T1, . . . , Tk,

T̂`, T`+1, . . . , Tm). In order to do this, we will construct another local defining map (G,H)

for Riemann solutions of type (T1, . . . , Tk, T̂`, T`+1, . . . , Tm) exhibiting a certain degeneracy

in the wave of type T̂`. For this new map, we will verify (A), i.e., (Q71), at the point
(U∗

0 , s
∗

1, . . . , s
∗

k, U
∗

k , s
∗

` , U
∗

` , s
∗

`+1, . . . , s
∗

n, U
∗

n), and, if we verified (Ei) for the map (G,H) as-
sociated with (2.5), we will verify that the corresponding condition (Ei) for the new map
(G,H). Thus (Q4) and (Q6i) hold for the new map; as in step 1, (Q1)–(Q3) and (Q5) follow
from a geometric understanding of the situation.

This completes our discussion of step 2. As to step 3, in each case it follows from our
construction in step 2 that the two types of codimension-one Riemann solutions are defined on
the same codimension-one surface S in U0UnF -space, and that the two types of codimension-
one Riemann solutions above a given point in S are equivalent. In the different cases we shall
not discuss these facts; we shall, however, discuss the type of join that occurs; see Ref. [8],
pp. 17–18.

Let us return to the map G of Step 1. Suppose that instead of splitting the map G into
G1 and G2 at Um, we split it at Uk. The wave group interaction condition will then imply a
condition analagous to (S3), but for vectors based at U ∗

k instead of at U ∗

m. More precisely,
there are a parameter σ and smooth mappings si(U0, σ) and Ui(U0, σ), 1 ≤ i ≤ k, such that
(4.3) holds, and for each (U0, σ),

U0
s1(U0,σ)
−→ · · ·

sk(U0,σ)
−→ Uk(U0, σ)

is an admissible wave sequence of type (T1, . . . , Tk). The vector ∂Uk

∂σ
(U∗

0 , σ
∗) is nonzero.

Similarly, there are a parameter τ and smooth mappings s̃i(Un, τ), k + 1 ≤ i ≤ n, and

Ũi(Un, τ), k ≤ i ≤ n − 1, such that (4.5) holds, and for each (Un, τ) such that sk+2 −
λ1(Uk+1) ≥ 0,

Ũk(Un, τ)
s̃k+1(Un,τ)
−→ · · ·

s̃n(Un,τ)
−→ Un
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is an admissible wave sequence of type (Tk+1, . . . , Tn). The vector ∂Ũk

∂τ
(U∗

n, τ
∗) turns out to

be the projection to U̇k-space of a nonzero vector in the kernel of the set of linearized defining
equations for shock waves of type S ·RS near (U ∗

k , s
∗
k+1, U

∗
k+1). The wave group interaction

condition says that the vectors ∂Uk

∂σ
(U∗

0 , σ
∗) and ∂Ũk

∂τ
(U∗

n, τ
∗) are transverse. Geometrically,

this means that the curve Uk(U
∗

0 , σ) is transverse to the curve of left states of S · RS shock
waves through U ∗

k . Algebraically, it is equivalent to requiring that the vectors
(
`1(U

∗

k+1)(DF (U∗

k )− s∗k+1I)
DUk

S(U∗
k , s

∗
k+1)

)
∂Uk

∂σ
(U∗

0 , σ
∗) and

(
`1(U

∗

k+1)(U
∗

k+1 − U∗

k )
∂S

∂sk+1
(U∗

k , s
∗

k+1)

)

are linearly independent. (4.9)

This transversality condition is thus implied by condition (M). Compare Eq. (2.8).
In Table 4.1 we show the three missing rarefaction cases that are the subject of this

paper; “STRG” stands for “slow transitional wave group,” and the words “predecessor”
and “successor” denote the waves preceding and following the rarefaction of zero strength
with the same wave speed. Whether the missing rarefaction gives rise to an F -, UL-, UR-,
or intermediate boundary depends on the location of the missing rarefaction in the wave
sequence (see the end of Sec. 3 in Ref. [8]); the table gives the possibilities. In each case,
only the first boundary type listed is studied. Each case gives rise to a join, which in two
cases may be folded; this information is also given in the table. In the remainder of the
paper we state the conditions under which these results hold and give proofs.

case predecessor successor boundary type join type for 1st poss.

Two-wave STRG S ·RS none intermediate, UL, UR, or F regular
Three-wave STRG S ·RS RS · S intermediate, UL, UR or F regular or folded
Long STRG S ·RS RS ·RS UL or F regular or folded

Table 4.1. Three missing rarefaction cases.

5. Missing rarefaction in a two-wave slow transitional wave group

Theorem 5.1. Let (2.5) be a Riemann solution of type (T1, . . . , Tn) that satisfies condition
(M), and in addition assume Tk+3 6= RS · ∗. Assume:

(1) The backward wave curve mapping Ũk+2(Un, τ) is regular at (U ∗
n, τ

∗).
(2) The forward wave curve mapping Uk(U0, σ) is regular at (U ∗

0 , σ
∗).

(3) The only solution of the system

(DF (U∗

k )− s∗k+1I)U̇k + ṡk+1(U
∗

k+1 − U∗

k ) = 0,

DS(U∗

k , s
∗

k+1)(U̇k, ṡk+1) = 0

is (U̇k, ṡk+1) = (0, 0).
(4) In the case k = 1, the numerator of expression (5.21) below is nonzero. (If k > 1,

the numerator of an analagous expression must be nonzero.)

Then (2.5) is a codimension-one Riemann solution. It has an equivalent codimension-one
Riemann solution that lies in the boundary of structurally stable Riemann solutions of type
(T1, . . . , Tk, S · S, Tk+3, . . . , Tn) because the S · S shock wave becomes an S · RS shock wave.
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Riemann solution (2.5) (and its equivalent) lies in a regular join that is an intermediate
boundary.

Proof. From the general theory of Ref. [6], the system of equations for wave sequences of
type (T1, . . . , Tk) can be solved near (U ∗

0 , s
∗
1, . . . , s

∗
k, U

∗
k ) for (s1, U1, . . . , sk, Uk) in terms of U0

and a variable σ.
However, we shall assume for simplicity that k = 1. Thus a slow transitional wave group

of (2.5) is

U∗

1

s∗
2−→ U∗

2

s∗
3−→ U∗

3 ,

with T2 = S ·RS, T3 = R1, T4 6= RS · ∗. We have

s∗2 = s∗3 = λ1(U
∗

2 ) and U∗

2 = U∗

3 .

Step 1. We note that (U0, s1 . . . , s3, U3) near (U∗

0 , s
∗

1, . . . , s
∗

3, U
∗

3 ) represents an admissible
wave sequence of type (T1, S ·RS,R1) if and only if

U1 − η(U0, s1) = 0, (5.1)

F (U2)− F (U1)− s2(U2 − U1) = 0, (5.2)

λ1(U2)− s2 = 0, (5.3)

S(U1, s2) = 0, (5.4)

U3 − ψ(U2, s3) = 0, (5.5)

s3 − λ1(U2) ≥ 0. (5.6)

Here U1 = η(U0, s1) is the one-wave curve; in general Uk = η(U0, σ) would be the transformed
one-wave curve. The function S(U1, s2) is the separation function defined in Sec. 2.

Let G(U0, s1, . . . , sn, Un) be the local defining map for wave sequences of type (T1, S ·
RS,R1, T4, . . . , Tn) near (U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n), G = (G1, G2), where G1(U0, s1, . . . , s3, U3) is
given by the left hand sides of Eqs. (5.1)–(5.5), and G2(U3, s4, . . . , sn, Un) is the local defin-
ing map for wave sequences of type (T4, . . . , Tn). The linearization of Eqs. (5.1)–(5.5) at
(U∗

0 , s
∗

1, . . . , s
∗

3, U
∗

3 ) is

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (5.7)

(DF (U∗

2 )− s∗2I)U̇2 − (DF (U∗

1 )− s∗2I)U̇1 − ṡ2(U
∗

2 − U∗

1 ) = 0, (5.8)

Dλ1(U
∗

2 )U̇2 − ṡ2 = 0, (5.9)

DS(U∗

1 , s
∗

2)(U̇1, ṡ2) = 0, (5.10)

U̇3 −Dψ(U∗

2 , s
∗

3)(U̇2, ṡ3) = 0. (5.11)

Solutions of (5.7)–(5.11) with U̇0 = 0 form a one-dimensional space spanned by

(U̇0, ṡ1, U̇1, ṡ2, U̇2, ṡ3, U̇3) = (0, 0, 0, 0, 0, 1, r1(U
∗

2 )). (5.12)

Thus (R1) holds. Since (R2) and (S3) follow from condition (M), (A) holds.
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Solutions of (5.1)–(5.6) near (U ∗
0 , s

∗
1, . . . , s

∗
3, U

∗
3 ) are parameterized by U0 and s3 as follows:

s1 = s1(U0), (5.13)

U1 = U1(U0), (5.14)

s2 = s2(U0), (5.15)

U2 = U2(U0), (5.16)

U3 = ψ(U2, s3), s3 ≥ λ1(U2).

Here (5.13)–(5.16) is the solution of (5.1)–(5.4), and s2(U0) = λ1(U2(U0)).

The left-hand side of (5.6) is the map H for this situation, so H̃(U0, Un) = s3(U0, Un) −
λ1(U2(U0)). The second part of (E1) holds by Proposition 4.1.

To verify the first part of (E1) using Proposition 4.2, recall that Ũ3(Un, τ) is the backward
wave curve mapping, and let

∂Ũ3

∂τ
(U∗

n, τ
∗) = αr1(U

∗

2 ) + βr2(U
∗

2 ). (5.17)

We set

U̇1 = ar1(U
∗

1 ) + br2(U
∗

1 ),

U̇2 = cr1(U
∗

2 ) + dr2(U
∗

2 ),

and, motivated by Proposition 4.2, we set

U̇3 = αr1(U
∗

2 ) + βr2(U
∗

2 ).

We multiply Eq. (5.8) and Eq. (5.11) by `1(U
∗

2 ) and `2(U
∗

2 ). Then Eqs. (5.8)–(5.11) become
the system

−a(λ1(U
∗

1 )− s∗2)`1(U
∗

2 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗2)`1(U
∗

2 )r2(U
∗

1 )− ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0,

(λ2(U
∗

2 )− s∗2)d− a(λ1(U
∗

1 )− s∗2)`2(U
∗

2 )r1(U
∗

1 )

− b(λ2(U
∗

1 )− s∗2)`2(U
∗

2 )r2(U
∗

1 )} − ṡ2`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0,

Dλ1(U
∗

2 )(cr1(U
∗

2 ) + dr2(U
∗

2 ))− ṡ2 = 0,

DS(U∗

1 , s
∗

2)(ar1(U
∗

1 ) + br2(U
∗

1 ), ṡ2) = 0,

ṡ3 − dDλ1(U
∗

2 )r2(U
∗

2 ) = α, (5.19)

d = β. (5.20)

We have use Lemma 2.1 in Eqs. (5.19)–(5.20).
Simplifying the notation, this system becomes

−Aa− Bb− Cṡ2 = 0,

Dd− Ea− Fb−Gṡ2 = 0,

c+Hd− ṡ2 = 0,

Ia+ Jb +Kṡ2 = 0,

ṡ3 −Hd = α,

d = β.
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Here A through K have the obvious meanings. By assumption (3) of the theorem, we have

D =

∣∣∣∣∣∣∣

A B C
E F G
I J K

∣∣∣∣∣∣∣
6= 0.

Therefore this system can be solved uniquely for (a, b, ṡ2, c, d, ṡ3). Then we calculate that

ṡ3 −Dλ1(U
∗

2 )U̇2 =
Dα+ (HD − IDB +DJA)β

D
, (5.21)

which is nonzero by assumption (4) of the theorem. Thus the hypotheses of Proposition 4.2

are satisfied provided we can choose (U̇0, ṡ1) to satisfy Eq. (5.7) with U̇1 = ar1(U
∗
1 )+br2(U

∗
1 );

since Lemma 2.1 says that Dψ(U ∗

0 , s
∗

1) is surjective, we can do this. Without the simplifying
assumption k = 1, assumption (2) of the theorem would be required.

Step 2. We note that if (U0, s1, U1, s, U) near (U∗

0 , s
∗

1, U
∗

1 , s
∗

2, U
∗

2 ) represents an admissible
wave sequence of type (T1, S · S) or (T1, S ·RS), then we must have

U1 − η(U0, s1) = 0, (5.22)

F (U)− F (U1)− s(U − U1) = 0, (5.23)

S(U1, s) = 0, (5.24)

λ1(U)− s ≤ 0. (5.25)

The inequality (5.25) simply says that an eigenvalue of U̇ = F (U) − F (U1) − s(U − U1) at
U is non-positive. Solutions of Eqs. (5.23)–(5.24) with λ1(U) − s < 0 represent S · S shock
waves; those with λ1(U)− s = 0 represent S ·RS shock waves. See Figure 5.1.

          .  

     .

     .

U
   1

Figure 5.1. Phase portrait of U̇ = F (U)−F (U1)− s(U −U1) for a value of
(U1, s) for which the equilibrium at U ∗

2 has split into a saddle and a repeller,
and for which S(U1, s) = 0. If U is the saddle, then λ1(U)− s is negative and
we have an S · S shock wave; if U is the repeller, then λ1(U) − s is positive
and there is no connection from U1 to U .



MISSING RAREFACTION IN TRANSITIONAL WAVE GROUPS 19

Let G(U0, s1, U1, s, U, s4, U4, s5, . . . , sn, Un) be the local defining map for wave sequences
of type (T1, S · S, T4, . . . , Tn) near (U∗

0 , s
∗

1, U
∗

1 , s
∗

2, U
∗

2 , s
∗

4, U
∗

4 , s
∗

5, . . . , s
∗

n, U
∗

n), G = (G1, G2),
where G1(U0, s1, U1, s, U) is given by the left-hand side of Eqs. (5.22)–(5.24), andG2(U, s4, U4,
s5, . . . , sn, Un) is as in step 1. The linearization of Eqs. (5.22)–(5.24) at (U ∗

0 , s
∗

1, U
∗

1 , s
∗

2, U
∗

2 )
is:

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (5.26)

(DF (U∗

2 )− s∗2I)U̇ − (DF (U∗

1 )− s∗2I)U̇1 − ṡ(U∗

2 − U∗

1 ) = 0, (5.27)

DS(U∗

1 , s
∗

2)(U̇1, ṡ) = 0. (5.28)

Solutions of Eqs. (5.26)–(5.28) with U̇0 = 0 form a one-dimensional space spanned by the
vector

(U̇0, ṡ1, U̇1, ṡ, U̇) = (0, 0, 0, 0, r1(U
∗

2 )). (5.29)

To see this, we set

U̇ = cr1(U
∗

2 ) + dr2(U
∗

2 ),

and multiply Eq. (5.27) by `1(U
∗

2 ) and `2(U
∗

2 ). We obtain

−`1(U
∗

2 )(DF (U∗

1 )− s∗2I)U̇1 − ṡ`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0, (5.30)

(λ2(U
∗

2 )− s∗2)d− `2(U
∗

2 )(DF (U∗

1 )− s∗2I)U̇1 − ṡ`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0. (5.31)

We look for solutions of the system (5.26), (5.30), (5.31), (5.28) with U̇0 = 0. Solutions of
(5.26) with U̇0 = 0 have the form U̇1 = ṡ1W , where W is a fixed vector. However, when we

set U̇1 = ṡ1W in (5.30) and (5.28), we obtain a system of two equations in ṡ1 and ṡ whose
only solution is ṡ1 = ṡ = 0. (This follows from (4.9).) Then (5.31) implies that d = 0. The
result follows.

Since the last component of (5.29) is nonzero, (R1) holds. Since the last component of
(5.29) agrees with the last component of (5.12), it follows easily that (A) holds.

Solutions of Eqs. (5.22)–(5.24) near (U ∗

0 , s
∗

1, U
∗

1 , s
∗

2, U
∗

2 ) can be parameterized by U0 and a
parameter t near 0 as follows:

s1 = s1(U0, t),

U1 = U1(U0, t),

s = s(U0, t),

U = U(U0, t),

with

(s1(U
∗

0 , 0), U1(U
∗

0 , 0), s(U∗

0 , 0), U(U∗

0 , 0)) = (s∗1, U
∗

1 , s
∗

2, U
∗

2 )

and

(
∂s1

∂t
(U∗

0 , 0),
∂U1

∂t
(U∗

0 , 0),
∂s

∂t
(U∗

0 , 0),
∂U

∂t
(U0, 0)) = (0, 0, 0, r1(U

∗

2 )).

From (5.25), the map H for this situation is s − λ1(U). The second half of (E1) is now
verified as in Sec. 8 of Ref. [8].
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To verify the first half of (E1), we note that by the proof of Proposition 4.2, the first
half of (E1) holds if and only if there is a solution U̇0, ṡ1, U̇2, ṡ, U̇) of Eqs. (5.26)–(5.28) with

U̇ = αr1(U
∗
2 ) + βr2(U

∗
2 ), α and β given by Eq. (5.17), for which ṡ−Dλ1(U

∗
2 )U̇ is nonzero.

Because of assumption (2) of the theorem, we need only consider Eqs. (5.27)–(5.28). Thus
in these equations we set U̇1 = ar1(U

∗

1 ) + br2(U
∗

1 ) and set U̇ equal to the above expression.
We multiply Eq. (5.27) by `1(U

∗
2 ) and `2(U

∗
2 ). Then Eqs. (5.27)–(5.28) become the system

−Aa−Bb− Cṡ = 0,

Dβ − Ea− Fb−Gṡ = 0,

Ia+ Jb +Kṡ = 0.

Here the capital letters have the same meaning as before.
By assumption (3), D 6= 0, so this system can be solved uniquely for (a, b, ṡ). We find

that ṡ−Dλ1(U
∗

2 )U̇ equals expression Eq. (5.21), which is nonzero by assumption (4).

Step 3. In step 1,

U3 = ψ(U2(U0), s3)

is defined for s3 ≥ λ1(U2(U0)), while in step 2, U(U0, t) is defined for t ≤ 0 as in Sec. 7
of Ref. [8]. Since the last components of (5.29) and (5.12) agree, the join is regular; see
Ref. [8]. �

Remark . The triples (U1, s2, U2) near (U∗

1 , s
∗

2, U
∗

2 ) such that there is an S · RS shock wave
from U1 to U2 with speed s2 satisfy Eqs. (5.2)–(5.4), with linearization Eqs. (5.8)–(5.10).
As noted in Sec. 3, the nondegeneracy conditions for S · RS shock waves guarantee that
Eqs. (5.8)–(5.10) have a one-dimensional kernel, so that the solutions of Eqs. (5.2)–(5.4)
form a curve through (U ∗

1 , s
∗
2, U

∗
2 ). These conditions also guarantee that this curve projects

to smooth curves E1 in U1-space and E2 in U2-space. Assumption (3) of the theorem is
equivalent to requiring that E2 is transverse at U ∗

2 to the 1-rarefaction there: its tangent
vector cr1(U

∗

2 ) + dr2(U
∗

2 ) has d 6= 0. Assumption (4) says that, in addition, E2 is transverse
to the backward wave curve Ũ3(U

∗

n, τ) at U∗

2 = U∗

3 . Assumptions (3) and (4) are thus
natural geometric requirements for the existence of a codimension-one Riemann solution of
the desired type. Since the backward wave curve Ũ3(U

∗

n, τ) is also transverse at U ∗

2 = U∗

3

to the 1-rarefaction there by condition (M), the geometry of wave curves in the vicinity of
U∗

2 = U∗
3 is as pictured in Figure 5.2. We note that assumptions (3) and (4) are used only

to verify the first part of (E1) in both steps of the proof.

U  (U  ,    )
      1    0

 *
σ

E
      1

U
      1

   *   .

E
      2 U  (U   ,  )

3     n
 ~          *

   .
R

     1

τ

U
      2

   *
=U
      3

   *

Figure 5.2. The curves E1 and E2 and nearby wave curves.
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6. Missing rarefaction in a three-wave slow transitional wave group

Theorem 6.1. Let (2.5) be a Riemann solution of type (T1, . . . , Tn) that satisfies condition
(M), and in addition assume Tk+3 = RS · S. Assume

(1) The backward wave curve mapping Ũk+3(Un, τ) is regular at (U ∗
n, τ

∗).
(2) The forward wave curve mapping Uk(U0, σ) is regular at (U ∗

0 , σ
∗).

(3) The only solution of the system

(DF (U∗

k )− s∗k+1I)U̇k + ṡk+1(U
∗

k+1 − U∗

k ) = 0,

DS(U∗

k , s
∗

k+1)(U̇k, ṡk+1) = 0

is (U̇k, ṡk+1) = (0, 0).
(4) In the case k = 1, the numerator of expression (6.23) below is nonzero. (In the case

k > 1, an analagous assumption holds.)
(5) In the case k = 1, if (0, ṡ1, U̇1, ṡ, U̇) is a nonzero vector in the kernel of Eqs. (6.39)–

(6.41) below, then U̇ is a nonzero vector that is transverse to ∂Ũ4

∂τ
(U∗

n, τ
∗). (In the

case k > 1, an analagous assumption holds.)
(6) `1(U

∗
k+2)(U

∗
k+3 − U∗

k+2)) is nonzero.
(7) The system

(DF (U∗

k )− s∗k+3I)U̇k + ṡ(U∗

k+3 − U∗

k ) = (DF (U∗

k+3)− s∗k+3I)
∂Ũk+3

∂τ
(U∗

n, τ
∗),

DS(U∗

k , s
∗

k+3)(U̇k, ṡ) = 0

has either a unique solution or no solution.

Then (2.5) is a codimension-one Riemann solution. It has an equivalent codimension-one
Riemann solution that lies in the boundary of structurally stable Riemann solutions of type
(T1, . . . , Tk, S · S, Tk+4, . . . , Tn) because the connection of the S · S shock wave develops an
equilibrium of type RS that breaks it. Riemann solution (2.5) (and its equivalent) lie in a
join that is an intermediate boundary. The join may be regular or folded.

Proof. Step 1. As in Sec. 5, we shall assume for simplicity that k = 1. Then (2.5) has a slow
transitional wave group

U∗

1

s∗
2−→ U∗

2

s∗
3−→ U∗

3

s∗
4−→ U∗

4

with T2 = S ·RS, T3 = R1, T4 = RS · S. We have

s∗2 = s∗3 = s∗4 = λ1(U
∗

2 ) and U∗

2 = U∗

3 .
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Step 1. We note that (U0, s1, . . . , s4, U4) near (U∗
0 , s

∗
1, . . . , s

∗
4, U

∗
4 ) represents an admissible

wave sequence of type (T1, S ·RS,R1, RS · S) if and only if

U1 − η(U0, s1) = 0, (6.1)

F (U2)− F (U1)− s2(U2 − U1) = 0, (6.2)

λ1(U2)− s2 = 0, (6.3)

S(U1, s2) = 0, (6.4)

U3 − ψ(U2, s3) = 0, (6.5)

F (U4)− F (U3)− s4(U4 − U3) = 0, (6.6)

λ1(U3)− s4 = 0, (6.7)

s3 − λ1(U2) ≥ 0. (6.8)

Here η(U0, s1) and S(U1, s2) are defined as in Sec. 5.
Let G(U0, s1, . . . , sn, Un) be the local defining map for wave sequences of type (T1, S ·

RS,R1, RS·S, T5, . . . , Tn) near (U∗
0 , s

∗
1, . . . , s

∗
n, U

∗
n),G = (G1, G2), whereG1(U0, s1, . . . , s4, U4)

is given by the left hand sides of Eqs. (6.1)–(6.7), and G2(U4, s5, . . . , sn, Un) is the local
defining map for wave sequences of type (T5, . . . , Tn). The linearization of Eqs. (6.1)–(6.7)
at (U∗

0 , s
∗

1, . . . , s
∗

4, U
∗

4 ) is

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (6.9)

(DF (U∗

2 )− s∗2I)U̇2 − (DF (U∗

1 )− s∗2I)U̇1 − ṡ2(U
∗

2 − U∗

1 ) = 0, (6.10)

Dλ1(U
∗

2 )U̇2 − ṡ2 = 0, (6.11)

DS(U∗

1 , s
∗

2)U̇1, ṡ2) = 0, (6.12)

U̇3 −Dψ(U∗

2 , s
∗

3)(U̇2, ṡ3) = 0, (6.13)

(DF (U∗

4 )− s∗4I)U̇4 − (DF (U∗

3 )− s∗4I)U̇3 − ṡ4(U
∗

4 − U∗

3 ) = 0, (6.14)

Dλ1(U
∗

3 )U̇3 − ṡ4 = 0. (6.15)

Solutions of (6.9)–(6.15) with U̇0 = 0 form a one-dimensional space spanned by

(U̇0, ṡ1, U̇1, ṡ2, U̇2, ṡ3, U̇3, ṡ4, U̇4) = (0, 0, 0, 0, 0, 1, r1(U
∗

2 ), 1, (DF (U∗

4 )− s∗4I)
−1(U∗

4 − U∗

3 )).
(6.16)

Thus (R1) holds. Since (R2) and (S3) follow from condition (M), (A) holds.
Solutions of (6.1) – (6.8) near (U ∗

0 , s
∗

1, . . . , s
∗

4, U
∗

4 ) are parameterized by U0 and s3 as follows:

s1 = s1(U0),

U1 = U1(U0),

s2 = s2(U0),

U2 = U2(U0),

U3 = ψ(U2(U0), s3), s3 ≥ λ1(U2(U0)),

s4 = s3,

U4 = ϕ(U3, s4).
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Here (s1(U0), U1(U0), s2(U0), U2(U0)) is the solution of (6.1)–(6.4) near (U ∗
0 , s

∗
1, U

∗
1 , s

∗
2, U

∗
2 ),

and U4 = ϕ(U3, s4) is the solution of (6.6) near (U ∗

3 , s
∗

4, U
∗

4 ).
The left-hand side of (6.8) is the map H for this situation, so H̃(U0, Un) = s3(U0, Un) −

λ1(U2(U0)). The second part of (E1) holds by Proposition 4.1.

To verify the first part of (E1) using Proposition 4.2, recall that Ũ4(Un, τ) is the backward
wave curve mapping, and let

∂Ũ4

∂τ
(U∗

n, τ
∗) = αr1(U

∗

4 ) + βr2(U
∗

4 ). (6.17)

We set

U̇1 = ar1(U
∗

1 ) + br2(U
∗

1 ),

U̇2 = cr1(U
∗

2 ) + dr2(U
∗

2 ),

U̇3 = er1(U
∗

3 ) + fr2(U
∗

3 ),

and, motivated by Proposition 4.2, we set

U̇4 = αr1(U
∗

4 ) + βr2(U
∗

4 ). (6.18)

We multiply Eq. (6.10) and Eqs. (6.13)–(6.14) by `1(U
∗

2 ) and `2(U
∗

2 ). Then Eqs. (6.10)–(6.15)
become the system

−a(λ1(U
∗

1 )− s∗2)`1(U
∗

2 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗2)`1(U
∗

2 )r2(U
∗

1 )− ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0,

(λ2(U
∗

2 )− s∗2)d− a(λ1(U
∗

1 )− s∗2)`2(U
∗

2 )ar1(U
∗

1 )

− b(λ2(U
∗

1 )− s∗2)`2(U
∗

2 )r2(U
∗

1 )− ṡ2`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0,

Dλ1(U
∗

2 )(cr1(U
∗

2 ) + dr2(U
∗

2 ))− ṡ2 = 0,

DS(U∗

1 , s
∗

2)(ar1(U
∗

1 ) + br2(U
∗

1 ), ṡ2) = 0,

e− (ṡ3 − dDλ1(U
∗

2 )r2(U
∗

2 )) = 0, (6.20)

f − d = 0, (6.21)

α(λ1(U
∗

4 )− s∗4)`1(U
∗

3 )r1(U
∗

4 ) + β(λ2(U
∗

4 )− s∗4)`1(U
∗

3 )r2(U
∗

4 )− ṡ4`1(U
∗

3 )(U∗

4 − U∗

3 ) = 0,

α(λ1(U
∗

4 )− s∗4)`2(U
∗

3 )r1(U
∗

4 ) + β(λ2(U
∗

4 )− s∗4)`2(U
∗

3 )r2(U
∗

4 )

− (λ2(U
∗

3 )− s∗4)f − ṡ4`2(U
∗

3 )(U∗

4 − U∗

3 ) = 0,

Dλ1(U
∗

3 (er1(U
∗

3 ) + fr2(U
∗

3 ))− ṡ4 = 0.

We have used Lemma 2.1 in Eqs. (6.20)–(6.21).
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Simplifying the notation, this system becomes

−Aa−Bb− Cṡ2 = 0

Dd− Ea− Fb−Gṡ2 = 0

c +Hd− ṡ2 = 0

Ia + Jb+Kṡ2 = 0

e +Hd− ṡ3 = 0

f − d = 0

−Nṡ4 = −Lα −Mβ

−Df −Rṡ4 = −Pα−Qβ

e +Hf − ṡ4 = 0

Here the capital letters have the obvious meanings. As in Sec. 5, assumption (3) of the
theorem implies that

D =

∣∣∣∣∣∣∣

A B C
E F G
I J K

∣∣∣∣∣∣∣
6= 0;

moreover, D 6= 0, and by assumption (6) of the theorem, N 6= 0. Therefore this system can
be solved uniquely for (a, b, ṡ2, c, d, ṡ3, e, f, ṡ4). Then we calculate that

ṡ3 −Dλ1(U
∗

2 )U̇2 = ṡ3 − ṡ2 =

(DL+ (RL−NP )(BI − AJ))α + (DM + (RM −QN)(BI − AJ))β

DN
. (6.23)

This is nonzero by assumption (4). Thus, as in Sec. 5, the hypotheses of Proposition 4.2 are
satisfied.

Step 2. We look for points (U0, s1, U1, s, U) near (U∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ) that represent admissible
wave sequences of type (T1, S · S).

We begin by studying the four-parameter family of differential equations

U̇2 = F (U2)− F (η(U0, s1))− s2(U2 − η(U0, s1)), (6.24)

near (U0, s1, s2, U2) = (U∗

0 , s
∗

1, s
∗

2, U
∗

2 ).

Lemma 6.2. There is a function γ(U0, s1, s2) = 0, defined near (U0, s1, s2, U2) = (U∗

0 , s
∗

1, s
∗

2, U
∗

2 ),
such that (6.24) undergoes a saddle-node bifurcation near U ∗

2 when the surface γ = 0 is
crossed. For γ > 0 (resp. = 0, < 0) there are no (resp. 1, 2) equilibria of (6.24) near U ∗

2 .
We may take

Dγ(U∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ2) = −`1(U
∗

2 )(DF (U∗

1 )− s∗2I)Dη(U
∗

0 , s
∗

1)(U̇0, ṡ1)− ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ).
(6.25)

Proof. We first consider the degenerate equilibria of (6.24) near (U ∗

0 , s
∗

1, s
∗

2, U
∗

2 ). They satisfy
the system

F (U2)− F (η(U0, s1))− s2(U2 − η(U0, s1)) = 0, (6.26)

λ1(U2)− s2 = 0. (6.27)
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If (1) the linearization of this system at (U0, s1, s2, U2) = (U∗
0 , s

∗
1, s

∗
2, U

∗
2 ) is surjective, and

(2) the projection of the three-dimensional kernel to U̇0ṡ1ṡ2-space is regular, then there is a
three-dimensional surface in U0s1s2-space, tangent at (U ∗

0 , s
∗

1, s
∗

2, U
∗

2 ) to the projected kernel,
such that (6.24) undergoes a saddle-node bifurcation near U ∗

2 when the surface is crossed.
Linearizing Eqs. (6.26)–(6.27), we obtain

(DF (U∗

2 )− s∗2I)U̇2 − (DF (U∗

1 )− s∗2I)Dη(U
∗

0 , s
∗

1)(U̇0, ṡ1)− ṡ2(U
∗

2 − U∗

1 ) = 0,
(6.28)

Dλ1(U
∗

2 )U̇2 − ṡ2 = 0.

Let U̇2 = cr1(U
∗
2 ) + dr2(U

∗
2 ), and multiply Eq. (6.28) by `1(U

∗
2 ) and `2(U

∗
2 ). We obtain

−`1(U
∗

2 )(DF (U∗

1 )− s∗2I)Dη(U
∗

0 , s
∗

1)(U̇0, ṡ1)− ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0,
(6.29)

(λ2(U
∗

2 )− s∗2)d− `2(U
∗

2 )(DF (U∗

1 )− s∗2I)Dη(U
∗

0 , s
∗

1)(U̇0, ṡ1)− ṡ2`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0,
(6.30)

c+ dDλ1(U
∗

2 )r2(U
∗

2 )− ṡ2 = 0. (6.31)

If we set U̇0 = 0 in Eqs. (6.29)–(6.31), we obtain a system of three linear equations in the
four unknowns (ṡ1, ṡ2, c, d). It is enough to show that this system can be solved in terms of
ṡ1 or ṡ2 for the remaining variables. The reduced system is

−`1(U
∗

2 )(DF (U∗

1 )− s∗2I)
∂η

∂s1
(U∗

0 , s
∗

1)ṡ1 − ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0, (6.32)

(λ2(U
∗

2 )− s∗2)d− `2(U
∗

2 )(DF (U∗

1 )− s∗2I)
∂η

∂s1
(U∗

0 , s
∗

1)ṡ1 − ṡ2`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0,
(6.33)

together with Eq. (6.31). By (4.9), the coefficients of ṡ1 and ṡ2 in Eq. (6.32) are not both 0.
The desired conclusion follows.

Let γ(U0, s1, s2) = 0 be the surface of parameter values for which degenerate equilibria

near U∗

0 occur. We may take Dγ(U ∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ2) to be the left side of Eq. (6.29) or its
opposite. To see which, we must determine on which side of the surface there are equilibria
of (6.24) near U ∗

2 .
Let (U0, s1, s2, U2) = (U∗

0 , s1(µ), s2(µ), U2(µ)) be a curve of solutions of Eq. (6.26) with

s1(µ) = s∗1 + `1(U
∗

2 )(DF (U∗

1 )− s∗2I)
∂η

∂s1

(U∗

0 , s
∗

1)α(µ),

s2(µ) = s∗2 + `1(U
∗

2 )(U∗

2 − U∗

1 )α(µ),

U2(0) = U∗

2 ,

and α(0) = 0. We must take U̇2(0) to be a multiple of r1(U
∗

2 ); we choose U̇2(0) = r1(U
∗

2 ).
After some computation we find that α̇ = 0 and

α̈(0) =
1

(`1(U∗
2 )(DF (U∗

1 )− s∗2I)
∂η
∂s1

(U∗
0 , s

∗
1))

2 + (`1(U∗
2 )(U∗

2 − U∗
1 ))2

.

Thus to obtain that γ > 0 when there are no equilibria near U ∗

2 we take Dγ(U ∗

0 , s
∗

1, s
∗

2) to be
given by Eq. (6.25). �
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Next we construct a separation function S̃(U1, s), (U1, s) near (U∗

1 , s
∗

4), that can be used
to study connections of

U̇ = F (U)− F (U1)− s(U − U1) (6.34)

from U1 to the saddle U(U1, s) of (6.34) near U ∗
4 . We first recall that as in Sec. 2, to

study connections from U1 to equilibria near U ∗

2 , we can define a vector V , a transversal Σ,
invariant manifolds W±(U1, s2), points Ū±(U1, s2) in Σ, and a separation function S(U1, s2).
If (6.34) has equilibria near U ∗

2 we define

Ũ+(U1, s) = Ū+(U1, s).

If it has no equilibria near U ∗

2 , we define Ũ+(U1, s) to be the intersection of the stable manifold
of U(U0, s) with Σ. We then define

Ū−(U1, s)− Ũ+(U1, s) = S̃(U1, s)V.

See Figure 6.1.

Lemma 6.3. The family of invariant manifolds W+(U1, s2) can be chosen so that the func-
tions S̃(U1, s) and S(U1, s) agree on a neighborhood of (U ∗

1 , s
∗

4).

This amounts to choosing W+(U1, s2) to be the stable manifold of the equilibrium near U ∗

4

whenever there are no equilibria of (6.34) near U ∗

2 . This choice is permissible; see Ref. [2],
Proposition 2.8, p. 1217.

We note that if (U0, s1, U1, s, U) near (U∗
0 , s

∗
1, U

∗
1 , s

∗
4, U

∗
4 ) represents an admissible wave

sequence of type (T1, S · S), then we must have

U1 − η(U0, s1) = 0, (6.35)

F (U)− F (U1)− s(U − U1) = 0, (6.36)

S̃(U1, s) = 0, (6.37)

γ(U0, s1, s) ≥ 0. (6.38)

Let G(U0, s1, U1, s, U, s5, U5, s6, . . . , sn, Un) be the local defining map for wave sequences
of type (T1, S · S, T5, . . . , Tn) near (U∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 , s
∗

5, U
∗

5 , s
∗

6, . . . , s
∗

n, U
∗

n), G = (G1, G2),
where G1(U0, s1, U1, s, U) is given by the left-hand side of Eqs. (6.35)–(6.37), andG2(U, s5, U5,
s6, . . . , sn, Un) is as in step 1. The linearization of Eqs. (6.35)–(6.37) at (U ∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 )
is:

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (6.39)

(DF (U∗

4 )− s∗4I)U̇ − (DF (U∗

1 )− s∗4I)U̇1 − ṡ(U∗

4 − U∗

1 ) = 0, (6.40)

DS̃(U∗

1 , s
∗

4)(U̇1, ṡ) = 0. (6.41)

Case 1. ∂S̃
∂s

(U∗
1 , s

∗
4) 6= 0. In this case, solutions of Eqs. (6.39)–(6.41) with U̇0 = 0 form a

one-dimensional space that is spanned by the vector (0, 1, U̇1, ṡ, U̇), where U̇1 is obtained by
solving Eq. (6.39) with U̇0 = 0 and and ṡ1 = 1, ṡ is then obtained by solving Eq. (6.41), and

U̇ is obtained by solving Eq. (6.40). Thus

U̇ = (DF (U∗

4 )− s∗4I)
−1 ·

{DF (U∗

1 )− s∗4I)− (U∗

4 − U∗

1 )(
∂S̃

∂s
(U∗

1 , s
∗

4))
−1DU0

S̃(U∗

1 , s
∗

4)}
∂η

∂s1
(U∗

0 , s
∗

1). (6.42)
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This is a nonzero vector by assumption (5). Solutions of Eqs. (6.35)–(6.38) near (U ∗
0 , s

∗
1, U

∗
1 , s

∗
4, U

∗
4 )

are parameterized by U0 and s1 as follows:

U1 = η(U0, s1),

s = s(U0, s1),

U = U(U0, s1),

γ(U0, s1, s) ≥ 0.

Case 2. ∂S̃
∂s

(U∗

1 , s
∗

4) = 0. In this case, solutions of Eqs. (6.39)–(6.41) with U̇0 = 0 form a

one-dimensional space that is spanned by the vector (0, 0, 0, 1, U̇) with

U̇ = (DF (U∗

4 )− s∗4I)
−1(U∗

4 − U∗

1 ) (6.43)

Solutions of Eqs. (6.35)–(6.38) near (U ∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ) are parameterized by U0 and s as
follows:

s1 = s1(U0, s),

U1 = U1(U0, s),

U = U(U0, s),

γ(U0, s1, s) ≥ 0.

In either case, (R1) holds. (R2) follows from condition (M), and (A) then follows from
assumption (5).

From (6.38), the map H for this situation is γ(U0, s1, s). To verify the second half of (E1),
consider separately the two cases.

In Case 1 we have

H̃(U0, Un) = γ(U0, s1(U0, Un), s(U0, s1(U0, Un))).

Therefore

DUn
H̃(U∗

0 , U
∗

n) =
∂γ

∂s1

(U∗

0 , s
∗

1, s
∗

4)DUn
s1(U

∗

0 , U
∗

n) +
∂γ

∂s
(U∗

0 , s
∗

1, s
∗

4)
∂s

∂s1

(U∗

0 , s
∗

1)DUn
s1(U

∗

0 , U
∗

n)

= {−`1(U
∗

2 )(DF (U∗

1 )− s∗2I))
∂η

∂s1
(U∗

0 , s
∗

1)

+`1(U
∗

2 )(U∗

2 − U∗

1 )
DU1

S̃(U∗

0 , s
∗

4)
∂η
∂s1

(U∗

0 , s
∗

1)

∂S̃
∂s

(U∗
0 , s

∗
4)

}DUn
s1(U

∗

0 , U
∗

n).

By (4.9), this is a nonzero multiple of DUn
s1(U

∗

0 , U
∗

n). The latter can be proved to be nonzero
as in the proof of Theorem 4.2 of Ref. [8].

Thus the second half of (E1) is verified in Case 1. The argument for Case 2 is left to the
reader.

To verify the first half of (E1), we note that by the argument used to prove Proposition 4.2,
the first half of (E1) holds if and only if there is a solution (U̇0, ṡ1, U̇1, ṡ, U̇) of Eqs. (6.39)–
(6.41) such that

(a) U̇ is a multiple of ∂Ũ4

∂τ
(U∗

n, τ
∗),

(b) Dγ(U∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ) 6= 0.
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In the system Eqs. (6.39)–(6.41), we set U̇1 = ar1(U
∗

1 ) + br2(U
∗

1 ) and, motivated by Proposi-
tion 4.2, we set U̇ = εαr1(U

∗

4 )+ εβr2(U
∗

4 ). Note that from Eq. (6.25), Eq. (6.39), the formula

for U̇1 just given, and the definitions of A, B, and C, we have

Dγ(U∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ) = −Aa−Bb− Cṡ. (6.44)

To find the solutions (U̇0, ṡ1, U̇1, ṡ, U̇) of Eqs. (6.39)–(6.41) that satisfy (a), we multiply
Eq. (6.40) by `1(U

∗

2 ) and `2(U
∗

2 ). Then Eqs. (6.40)–(6.41) become the system

εα(λ1(U
∗

4 )− s∗4)`1(U
∗

2 )r1(U
∗

4 ) + εβ(λ2(U
∗

4 )− s∗4)`1(U
∗

2 )r2(U
∗

4 )

− a(λ1(U
∗

1 )− s∗4)`1(U
∗

2 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗4)`1(U
∗

2 )r2(U
∗

1 )− ṡ`1(U
∗

2 )(U∗

4 − U∗

1 ) = 0,
(6.45)

εα(λ1(U
∗

4 )− s∗4)`2(U
∗

2 )r1(U
∗

4 ) + εβ(λ2(U
∗

4 )− s∗4)`2(U
∗

2 )r2(U
∗

4 )

− a(λ1(U
∗

1 )− s∗4)`2(U
∗

2 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗4)`2(U
∗

2 )r2(U
∗

1 )− ṡ`2(U
∗

2 )(U∗

4 − U∗

1 ) = 0,
(6.46)

DS̃(U∗

1 , s
∗

4)(ar1(U
∗

1 ) + br2(U
∗

1 ), ṡ) = 0. (6.47)

Since

`1(U
∗

2 )(U∗

4 − U∗

1 ) = `1(U
∗

2 )(U∗

4 − U∗

2 ) + `1(U
∗

2 )(U∗

2 − U∗

1 ) = N + C

and

`2(U
∗

2 )(U∗

4 − U∗

1 ) = `2(U
∗

2 )(U∗

4 − U∗

2 ) + `2(U
∗

2 )(U∗

2 − U∗

1 ) = R +G,

Eqs. (6.45)–(6.47) become the system

Lεα +Mεβ − Aa− Bb− (N + C)ṡ = 0,

P εα+Qεβ − Ea− Fb− (R +G)ṡ = 0,

Ia+ Jb +Kṡ = 0.

There are now two cases to consider. Let

D̃ =

∣∣∣∣∣∣∣

A B N + C
E F R +G
I J K

∣∣∣∣∣∣∣
6= 0.

Case 1. D̃ 6= 0. In this case, we set ε = 1, solve for (a, b, ṡ) in terms of (α, β), and

substitute into Eq. (6.44). We find that Dγ(U ∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ) is given by the negative of
(6.23), which is nonzero by assumption (4) of the theorem.

Case 2. D̃ = 0. By assumption (7), there are no solutions unless ε = 0. Let (a, b, ṡ) be
a nontrivial solution with ε = 0. We must have ṡ 6= 0, since otherwise (a, b, ṡ) would be a
nontrivial solution of the system

Aa+Bb + Cṡ = 0,

Ea + Fb+Gṡ = 0,

Ia+ Jb +Kṡ = 0;

this is impossible because D 6= 0. Using Eq. (6.44), and the first equation of our system with
ε = 0, we find that

Dγ(U∗

0 , s
∗

1, s
∗

2)(U̇0, ṡ1, ṡ) = −Aa−Bb− Cṡ = −Nṡ 6= 0,
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Step 3. Since the last component of Eq. (6.16) and the last component of Eq. (6.42) or
Eq. (6.43) need not be parallel, by Ref. [8] the join need not be regular.

�

Remark . The observation that the vectors discussed in Step 3 need not be parallel implies
that the transformed one-wave curve need not continue smoothly through the degeneracy,
which is related to the need for assumption (4) of the theorem in step 2 of the proof. This
assumption is transversality of the curve U = U(U ∗

0 , s), defined in step 2, to the backward

wave curve Ũ4(U
∗
n, τ).

Assumption (5) can be reformulated as follows. Let

(w1, . . . , wk, w̃k+3, wk+4, . . . , wn) : U∗

0

s∗
1−→ · · ·

s∗
k−→ U∗

k

s∗
k+3

−→ U∗

k+3

s∗
k+4

−→ · · ·
s∗n−→ U∗

n

denote the wave sequence equivalent to (2.5), in which the subsequence (wk+1, wk+2, wk+3)
has been replaced by a single generalized shock wave w̃k+3 of type S ·S from U ∗

k to U∗

k+3. (The
wave is a generalized shock wave because it is repesented by a sequence of two connecting
orbits.) Then assumption (5) says that this new wave sequence satisfies the wave group
transversality condition. See Ref. [6], pp. 340–341, for a discussion of the wave group
transversality condition for shock waves of type S · S.

Remark . Assumptions (3) and (4) have the following geometric interpretation. The quadru-
ples (U1, s2, U2, U4) such that there is a shock wave of type S ·RS from U1 to U2 with speed
s2, and a shock wave of type RS · S from U2 to U4 with the same speed, form a curve E
through (U∗

1 , s
∗

2, U
∗

2 , U
∗

4 ). This curve may be found by solving Eqs. (6.2)–(6.4) and Eq. (6.6)
with U3 = U2 and s4 = s2. This curve projects to curves E1, E2, and E4 through U∗

1 , U∗

2 , and
U∗

4 respectively: for each U1 ∈ E1 there is a speed s2 and points U2 ∈ E2 and U4 ∈ E4 such
that there is an S · RS shock wave from U1 to U2 with speed s2 and an RS · S shock wave
from U2 to U4 with the same speed. As in the previous section, assumption (3) guarantees
that E2 is transverse at U ∗

2 to the 1-rarefaction there. This 1-rarefaction, parameterized by
its speed s3, is transformed by RS · S shock waves to a curve U4(U

∗

0 , s3) through U∗

4 , as
discussed in step 1 of the proof. Assumption (3) then guarantees that E4 is then transverse
at U∗

4 to the curve U4(s3). Assumption (4) says that E4 is transverse to the backward wave
curve Ũ4(U

∗

n, τ) at U∗

4 . As in the previous section, we conclude that assumptions (3) and (4)
are natural geometric requirements for the existence of a codimension-one Riemann solution
of the desired type. Since the backward wave curve Ũ4(U

∗

n, τ) is also transverse at U ∗

4 to the
curve U4(U

∗

0 , s3) by condition (M), the geometry of wave curves in the vicinity of U ∗

4 is as
pictured in Figure 6.2. As in the previous section, we note that assumptions (3) and (4) are
used only to verify the first part of (E1) in both steps of the proof.

Assumptions (6) and (7) are used in the verification of (E1) in steps 1 and 2 respectively.
However, we do not have natural geometric interpretations for these assumptions.

Remark . If the Lax admissibility criterion is used, then, in the variations of Figure 6.1(c)
and (d) for which S = 0, the S · S shock waves from U1 to the distant saddle become
admissible.

7. Missing rarefaction in a long slow transitional wave group

Theorem 7.1. Let (2.5) be a Riemann problem solution of type (T1, . . . , Tn) that satisfies
condition (M), and in addition assume Tk+3 = RS ·RS, so Tk+4 = R1. Assume:
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(1) The forward wave curve mapping Uk(U0, sk) is regular at (U ∗
0 , s

∗
k).

(2) In the case k = 1, the expression G defined below is nonzero. (In the case k > 1, an
analagous expression must be nonzero.)

(3) In the case k = 1, the expression K defined below is nonzero. (In the case k > 1, an
analagous expression must be nonzero.)

Then (2.5) is a codimension-one Riemann solution. It has an equivalent codimension-one
Riemann solution that lies in the boundary of structurally stable Riemann solutions of type
(T1, . . . , Tk, S · RS,R1, Tk+5, . . . , Tn) because the connection of the S · RS shock develops an
equilibrium of type RS that breaks it. Riemann solution (2.5) (and its equivalent) lie in a
join that is a UL-boundary. The join is regular (resp. folded) if HK`1(U∗

k+3)(U
∗

k+3 − U∗

k+2)
is positive (resp. negative), where H is a nonzero expression defined below.

Proof. As in Secs. 5 and 6, we shall assume for simplicity that k = 1. Then (2.5) has a slow
transitional wave group

U∗

1

s∗
2−→ U∗

2

s∗
3−→ U∗

3

s∗
4−→ U∗

4

s∗
5−→ U∗

5

with T2 = S ·RS, T3 = R1, T4 = RS ·RS, T5 = R1; it may be longer. We have

s∗2 = s∗3 = s∗4 and U∗

2 = U∗

3 .

Step 1. We note that (U0, s1, . . . , s4, U4) near (U∗

0 , s
∗

1, . . . , s
∗

4, U
∗

4 ) represents an admissible
wave sequence of type (T1, S ·RS,R1, RS ·RS) if and only if

U1 − η(U0, s1) = 0, (7.1)

F (U2)− F (U1)− s2(U2 − U1) = 0, (7.2)

λ1(U2)− s2 = 0, (7.3)

S(U1, s2) = 0, (7.4)

U3 − ψ(U2, s3) = 0, (7.5)

s3 − λ1(U2) ≥ 0, (7.6)

F (U4)− F (U3)− s4(U4 − U3) = 0, (7.7)

λ1(U3)− s4 = 0, (7.8)

λ1(U4)− s4 = 0. (7.9)

Here η(U0, s1) and S(U1, s2) are defined as in Sec. 5.
Let G(U0, s1, . . . , sn, Un) be the local defining map for wave sequences of type (T1, S ·

RS,R1, RS·RS,R1, T6, . . . , Tn) near (U∗

0 , s
∗

1, . . . , s
∗

n, U
∗

n), G = (G1, G2), whereG1(U0, s1, . . . ,
s4, U4) is given by the left hand sides of Eqs. (7.1)–(7.5) and (7.7)–(7.9), and G2(U4,
s5, . . . , sn, Un) is the local defining map for wave sequences of type (R1, T6, . . . , Tn). From
the theory of Ref. [6],

DG1(U
∗

0 , s
∗

1, . . . , s
∗

4, U
∗

4 ), restricted to
{

(U̇0, ṡ1, . . . , ṡ4, U̇4) : U̇0 = 0
}
, is an isomorphism, (7.10)

and

DG2(U
∗

4 , s
∗

5, . . . , s
∗

n, U
∗

n), restricted to

{ (U̇4, ṡ5, . . . , ṡn, U̇n) : U̇4 = U̇n = 0 }, is an isomorphism. (7.11)
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Therefore (A) holds.
From (7.10), we can solve Eqs. (7.1)–(7.5) and (7.7)–(7.9) for (s1, U1, . . . , s4, U4) in terms

of U0 near (U∗

0 , s
∗

1, . . . , s
∗

4, U
∗

4 ). Since a solution of G = 0 represents a Riemann solution of the

desired type if and only if s3−λ1(U2) = s3−s2 ≥ 0, we now study H̃(U0) := s3(U0)−s2(U0).
To verify (E2), we calculate DH̃(U∗

0 )U̇0 by linearizing Eqs. (7.1)–(7.5) and (7.7)–(7.9) at

(U∗
0 , s

∗
1, . . . , s

∗
4, U

∗
4 ) and solving for ṡ3 − ṡ2 in terms of U̇0.

Linearizing Eqs. (7.1)–(7.5) and (7.7)–(7.9) yields:

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (7.12)

(DF (U∗

2 )− s∗2I)U̇2 − (DF (U∗

1 )− s∗2I)U̇1 − ṡ2(U
∗

2 − U∗

1 ) = 0, (7.13)

Dλ1(U
∗

2 )U̇2 − ṡ2 = 0, (7.14)

DS(U∗

1 , s
∗

2)(U̇1, ṡ2) = 0, (7.15)

U̇3 −Dψ(U∗

2 , s
∗

3)(U̇2, ṡ3) = 0, (7.16)

(DF (U∗

4 )− s∗4I)U̇4 − (DF (U∗

3 )− s∗4I)U̇3 − ṡ4(U
∗

4 − U∗

3 ) = 0, (7.17)

Dλ1(U
∗

3 )U̇3 − ṡ4 = 0,

Dλ1(U
∗

4 )U̇4 − ṡ4 = 0.

In this system let

U̇0 = ir1(U
∗

0 ) + jr2(U
∗

0 ), (7.18)

U̇1 = ar1(U
∗

1 ) + br2(U
∗

1 ), (7.19)

U̇2 = cr1(U
∗

2 ) + dr2(U
∗

2 ), (7.20)

U̇3 = er1(U
∗

3 ) + fr2(U
∗

3 ), (7.21)

U̇4 = gr1(U
∗

4 ) + hr2(U
∗

4 ). (7.22)

We multiply Eq. (7.12) `1(U
∗

1 ) and `2(U
∗

1 ), Eq. (7.13) and Eq. (7.16) by `1(U
∗

2 ) and `2(U
∗

2 ),
and Eq. (7.17) by `1(U

∗

4 ). We get:

a− `1(U
∗

1 )Dη(U∗

0 , s
∗

1)(ir1(U
∗

0 ) + jr2(U
∗

0 ), ṡ1) = 0, (7.23)

b− `2(U
∗

1 )Dη(U∗

0 , s
∗

1)(ir1(U
∗

0 ) + jr2(U
∗

0 ), ṡ1) = 0, (7.24)

−a(λ1(U
∗

1 )− s∗2)`1(U
∗

2 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗2)`1(U
∗

2 )r2(U
∗

1 )− ṡ2`1(U
∗

2 )(U∗

2 − U∗

1 ) = 0,
(7.25)

(λ2(U
∗

2 )− s∗2)d− a(λ1(U
∗

1 )− s∗2)`2(U
∗

2 )r1(U
∗

1 )

− b(λ2(U
∗

1 )− s∗2)`2(U
∗

2 )r2(U
∗

1 )− ṡ2`2(U
∗

2 )(U∗

2 − U∗

1 ) = 0, (7.26)
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Dλ1(U
∗

2 )(cr1(U
∗

2 ) + dr2(U
∗

2 ))− ṡ2 = 0, (7.27)

DS(U∗

1 , s
∗

2)(ar1(U
∗

1 ) + br2(U
∗

1 ), ṡ2) = 0, (7.28)

e− (ṡ3 − dDλ1(U
∗

2 )r2(U
∗

2 )) = 0, (7.29)

f − d = 0, (7.30)

−f(λ2(U
∗

3 )− s∗4)`1(U
∗

4 )r2(U
∗

3 )− ṡ4`1(U
∗

4 )(U∗

4 − U∗

3 ) = 0, (7.31)

(λ2(U
∗

4 )− s∗4)h− f(λ2(U
∗

3 )− s∗4)`2(U
∗

4 )r2(U
∗

3 )− ṡ4`2(U
∗

4 )(U∗

4 − U∗

3 ) = 0,
(7.32)

Dλ1(U
∗

3 )(er1(U
∗

3 ) + fr2(U
∗

3 ))− ṡ4 = 0, (7.33)

Dλ1(U
∗

4 )(gr1(U
∗

4 ) + hr2(U
∗

4 ))− ṡ4 = 0. (7.34)

Let

ηij = `i(U
∗

1 )Dη(U∗

0 , s
∗

1)rj(U
∗

0 ), i, j = 1, 2,

ηi3 = `i(U
∗

1 )
∂η

∂s1
(U∗

0 , s
∗

1), i = 1, 2.

Let A, . . . , K have the same meaning as in the previous two sections. Let

S = `1(U
∗

4 )r1(U
∗

3 ),

T = `1(U
∗

4 )r2(U
∗

3 ),

U = `1(U
∗

4 )(U∗

4 − U∗

3 ),

V = λ2(U
∗

4 )− s∗4,

W = `2(U
∗

4 )r1(U
∗

3 ),

X = `2(U
∗

4 )r2(U
∗

3 ),

Y = `2(U
∗

4 )(U∗

4 − U∗

3 ),

Z = Dλ1(U
∗

4 )r2(U
∗

4 ).

Then Eqs. (7.23)–(7.34) become

a− (η11i + η12j + η13ṡ1) = 0, (7.35)

b− (η21i + η22j + η23ṡ1) = 0, (7.36)

−Aa−Bb− Cṡ2 = 0, (7.37)

Dd− Ea− Fb−Gṡ2 = 0, (7.38)

c +Hd− ṡ2 = 0, (7.39)

Ia + Jb+Kṡ2 = 0, (7.40)

e +Hd− ṡ3 = 0,

f − d = 0,

−DTf − Uṡ4 = 0,

V h−DXf − Y ṡ4 = 0,

e +Hf − ṡ4 = 0,

g + Zh− ṡ4 = 0.
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This system can be solved for (ṡ1, a, b, ṡ2, c, d, ṡ3, e, f, ṡ4, g, h) in terms of (i, j). Let

G = ITBG− ITCF + TKAF − TAGJ − TKBE + TJCE + IUB − UAJ,

H = (Aη13 +Bη23)K − (Iη13 + Jη23)C.

Then we find that

DH̃(U∗

0 )(ir1(U
∗

0 ) + jr2(U
∗

0 ) = ṡ3 − ṡ2 =
G((η11η23 − η13η21)i+ (η12η23 − η13η22)j)

UH
.
(7.41)

Note that:

• G 6= 0 by assumption (2).
• SinceDη(U∗

0 , s
∗

1) is surjective by assumption (1), either η11η23−η13η21 or η12η23−η13η22

is nonzero. Thus there exist (i, j) such that the determinant in the numerator of
expression (7.41) is nonzero.

• In the denominator of expression (7.41), U 6= 0 by nondegeneracy condition (B2) for
RS ·RS shock waves.

• By (4.9),
(
A B
I J

)(
η13
η23

)
and

(
C
K

)

are linearly independent. Thus H 6= 0.

Thus DH̃(U∗

0 ) is a nonzero vector, so that (E2) holds. Therefore C = {U0 : H̃(U0) = 0} is a
smooth curve near U ∗

0 , and for (U0, Un) near (U∗
0 , U

∗
n), a solution of type (T1, S ·RS,R1, RS ·

RS,R1, T6, . . . , Tn) exists provided U0 is on the side of C to which this vector points.

Step 2. Next we consider the point (U ∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 , s
∗

5, U
∗

5 , s
∗

6 . . . , s
∗

n, U
∗

n) in R
3n−8. We

shall investigate the existence of nearby points (U0, s1, U1, s, U, s5, U5, s6, . . . , sn, Un) that
represent Riemann solutions of type (T1, S ·RS,R1, T6, . . . , Tn).

We first define γ(U0, s1, s2) as in Sec. 6. From Eq. (6.25) we obtain

Dγ(U∗

0 , s
∗

1, s
∗

2)(ir1(U
∗

0 ) + jr2(U
∗

0 ), ṡ1, ṡ2)

= −A(η11i+ η12j + η13ṡ1)− B(η21i+ η22j + η23ṡ1)− Cṡ2. (7.42)

Next we construct a separation function S̃(U1, s), (U1, s) near (U∗

1 , s
∗

4), that can be used
to study connections of

U̇ = F (U)− F (U1)− s(U − U1) (7.43)

from U1 to equilibria near U ∗

4 . As in the previous section, to study connections from U1 to
equilibria near U ∗

2 , we can define a vector V , a transversal Σ, invariant manifolds W±(U1, s2),
points Ū±(U1, s2) in Σ, and a separation function S(U1, s2). If (7.43) has equilibria near U ∗

2

we define

Ũ+(U1, s) = Ū+(U1, s).

If (7.43) has no equilibria near U ∗

2 , we note that the center manifold through U ∗

4 that is

present when (U1, s) = (U∗

1 , s
∗

4) extends to a family of invariant manifolds W̃+(U1, s), and we
define Ũ+(U1, s) to be the intersection of this manifold with Σ. We then define

Ū−(U1, s)− Ũ+(U1, s) = S̃(U1, s)V.
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See Figure 7.1. S̃(U1, s) is smooth and agrees with S(U1, s) near (U∗

1 , s
∗

4) if W+(U1, s) is
chosen correctly.

We note that if (U0, s1, U1, s, U) near (U∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ) represents an admissible wave
sequence of type (T1, S ·RS), then we must have

U1 − η(U0, s1) = 0 (7.44)

F (U)− F (U1)− s(U − U1) = 0 (7.45)

λ1(U)− s = 0 (7.46)

S̃(U1, s) = 0 (7.47)

γ(U0, s1, s) ≥ 0 (7.48)

We shall see that Eqs. (7.44)–(7.47) can be solved for (s1, U1, s, U) in terms of U0 near

(U∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ); we denote the solution (ŝ1(U0), Û1(U0), ŝ(U0), Û(U0)). Once U = Û(U0) is
found, the remainder of the Riemann solution is obtained by solving for (s5, U5, . . . , Un−1, sn)
in terms of (U, Un).

We have a Riemann solution of the desired type if and only if the function H̃(U0) :=
γ(U0, ŝ1(U0), ŝ(U0)) ≥ 0. To calculate DH̃(U∗

0 )U̇0 with U̇0 = ir1(U
∗

0 ) + jr2(U
∗

0 ), we linearize

Eqs. (7.44)–(7.47) at (U ∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ), solve the linearized equations for (ṡ1, U̇1, ṡ, U̇) in
terms of U̇0, and substitute the formulas for ṡ1 and ṡ into Eq. (7.42).

The linearization of Eqs. (7.44)–(7.47) at (U ∗

0 , s
∗

1, U
∗

1 , s
∗

4, U
∗

4 ) is

U̇1 −Dη(U∗

0 , s
∗

1)(U̇0, ṡ1) = 0, (7.49)

(DF (U∗

4 )− s∗4I)U̇2 − (DF (U∗

1 )− s∗4I)U̇1 − ṡ(U∗

4 − U∗

1 ) = 0, (7.50)

Dλ1(U
∗

4 )U̇ − ṡ = 0, (7.51)

DS̃(U∗

1 , s
∗

4)(U̇1, ṡ) = 0. (7.52)

We make the substitutions (7.18)–(7.20) and

U̇ = gr1(U
∗

4 ) + hr2(U
∗

4 ).

We multiply Eq. (7.49) by `1(U
∗

1 ) and `2(U
∗

1 ), and Eq. (7.50) by `1(U
∗

4 ) and `2(U
∗

4 ). Then
Eqs. (7.49)–(7.52) become Eqs. (7.35)–(7.36) and

−a(λ1(U
∗

1 )− s∗4)`1(U
∗

4 )r1(U
∗

1 )− b(λ2(U
∗

1 )− s∗4)`1(U
∗

4 )r2(U
∗

1 )− ṡ`1(U
∗

4 )(U∗

4 − U∗

1 ) = 0,
(7.53)

(λ2(U
∗

4 )− s∗4)h− a(λ1(U
∗

1 )− s∗4)`2(U
∗

4 )r1(U
∗

1 )

− b(λ2(U
∗

1 )− s∗4)`2(U
∗

4 )r2(U
∗

1 )− ṡ`2(U
∗

4 )(U∗

4 − U∗

1 ) = 0, (7.54)

Dλ1(U
∗

4 )(gr1(U
∗

4 ) + hr2(U
∗

4 ))− ṡ = 0, (7.55)

DS̃(U∗

1 , s
∗

4)(ar1(U
∗

1 ) + br2(U
∗

1 ), ṡ) = 0. (7.56)

We calculate

(λ1(U
∗

1 )− s∗4)`1(U
∗

4 )r1(U
∗

1 ) =

(λ1(U
∗

1 )− s∗4)`1(U
∗

4 )(`1(U
∗

2 )r1(U
∗

1 ) · r1(U
∗

2 ) + `2(U
∗

2 )r1(U
∗

1 ) · r2(U
∗

2 )) = AS + ET,
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(λ2(U
∗

1 )− s∗4)`1(U
∗

4 )r2(U
∗

1 ) =

(λ2(U
∗

1 )− s∗4)`1(U
∗

4 )(`1(U
∗

2 )r2(U
∗

1 ) · r1(U
∗

2 ) + `2(U
∗

2 )r2(U
∗

1 ) · r2(U
∗

2 )) = BS + FT,

`1(U
∗

4 )(U∗

4 − U∗

1 ) = `1(U
∗

4 )(U∗

4 − U∗

3 ) + `1(U
∗

4 )(U∗

2 − U∗

1 ) =

U + `1(U
∗

4 ){`1(U
∗

2 )(U∗

2 − U∗

1 )r1(U
∗

2 ) + `2(U
∗

2 )(U∗

2 − U∗

1 )r2(U
∗

2 )} = U + CS +GT.

Similarly,

(λ1(U
∗

1 )− s∗4)`2(U
∗

4 )r1(U
∗

1 ) = AW + EX,

(λ2(U
∗

1 )− s∗4)`2(U
∗

4 )r2(U
∗

1 ) = BW + FX,

`2(U
∗

4 )(U∗

4 − U∗

1 ) = Y + CW +GX.

Then Eqs. (7.49)–(7.52) become

a− (η11i+ η12j + η13ṡ1) = 0, (7.60)

b− (η21i+ η22j + η23ṡ1) = 0, (7.61)

−(AS + ET )a− (BS + FT )b− (U + CS +GT )ṡ = 0, (7.62)

V h− (AW + EX)a− (BW + FX)b− (Y + CW +GX)ṡ = 0, (7.63)

g + Zh− ṡ = 0, (7.64)

Ia + Jb+Kṡ = 0. (7.65)

Let

K = ((AS + ET )η13 + (BS + FT )η23))K + (Iη13 + Jη23)(U + CS +GT )

By assumption (3), K 6= 0, so we can solve Eqs. (7.60)–(7.65) for (ṡ1, a, b, ṡ, g, h) in terms of
(i, j). We substitute the formulas for ṡ1 and ṡ into Eq. (7.42). We find that

DH̃(U∗

0 )(ir1(U
∗

0 ) + jr2(U
∗

0 )) = −
G((η11η23 − η13η21)i + (η12η23 − η13η22)j)

K (7.66)

Since G 6= 0, K 6= 0, and Dη(U ∗

0 , s
∗

1) is surjective, there exist (i, j) such that this expression
is nonzero.

Thus DH̃(U∗

0 ) is a nonzero vector, so that (E2) holds. Therefore C = {U0 : H̃(U0) =
0} is a smooth curve near U ∗

0 , and for (U0, Un) near (U∗
0 , U

∗
n), a solution of type (T1, S ·

RS,R1, T6, . . . , Tn) exists provided U0 is on the side of C to which this vector points.

Step 3. It is easy to see that the curves C defined in step 1 and step 2 coincide. We obtain
the final conclusion of the theorem by comparing Eq. (7.41) and Eq. (7.66).

�

Remark . Assumption (2) has the following geometric interpretation. The triplets (U1, s2, U2)
such that there is a shock wave of type S · RS from U1 to U2 with speed s2 form a curve E
through (U∗

1 , s
∗

2, U
∗

2 ): the solutions of Eqs. (7.2)–(7.4). Similarly, the triplets (U3, s4, U4) such
that there is a shock wave of type RS ·RS from U3 to U4 with speed s4 form a curve Ẽ through
(U∗

3 , s
∗

4, U
∗

4 ): the solutions of Eqs. (7.7)–(7.9). The curve E projects to a curve E2 through

U∗
2 ; the curve Ẽ projects to a curve E3 through U∗

3 . Assumption (2) says that E2 and E3

meet transversally at U ∗

2 = U∗

3 . This is a natural geometric requirement for codimension-one
Riemann solutions of the desired type. It is used in both steps 1 and 2 of the proof.
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Remark . Assumption (3) can be reformulated as follows. Let

(w1, . . . , wk, w̃k+3, wk+4, . . . , wn) : U∗

0

s∗
1−→ · · ·

s∗
k−→ U∗

k

s∗
k+3

−→ U∗

k+3

s∗
k+4

−→ · · ·
s∗n−→ U∗

n

denote the wave sequence equivalent to (2.5), in which the subsequence (wk+1, wk+2, wk+3) has
been replaced by a single generalized shock wave w̃k+3 of type S ·RS from U ∗

k to U∗

k+3. (The
wave is a generalized shock wave because it is repesented by a sequence of two connecting
orbits.) Then assumption (3) says that w̃k+3 satisfies (4.9).

Remark . If the Lax admissibility criterion is used, then, in the variation of Figure 7.1(c)
for which S = 0, the S ·RS shock wave from U1 to the distant saddle becomes admissible.
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Figure 6.1. Geometry of the separation function in Sec. 6. (a) Phase

portrait of U̇ = F (U) − F (U ∗

1 ) − s∗4(U − U∗

1 ). (b) Phase portrait of U̇ =
F (U) − F (U1) − s(U − U1) for a value of (U1, s) for which the equilibrium
at U∗

2 has disappeared, and for which S is positive. (c) Phase portrait for a
value of (U1, s) for which there is a repeller-saddle near U ∗

2 and for which S is
positive. (d) Phase portrait for a value of (U1, s) for which the equilibrium at
U∗

2 has split into a saddle and a repeller, and for which S is positive.
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Figure 6.2. The curves E1, E2, E4, and nearby wave curves.
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Figure 7.1. Geometry of the separation function in Sec. 7. (a) Phase

portrait of U̇ = F (U) − F (U ∗
1 ) − s∗4(U − U∗

1 ). (b) Phase portrait of U̇ =
F (U) − F (U1) − s(U − U1) for a value of (U1, s) for which the equilibrium
at U∗

2 has disappeared, the equilibrium at U ∗

4 has split into a saddle and a
repeller,and S is positive. (c) Phase portrait for a value of (U1, s) for which
the equilibria at U ∗

2 and U∗

4 have both split into a saddle and a repeller, and
for which S is positive.


